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Abstract                                                                          
This paper tells about the  advanced learning system designed to enhance education by providing a personalized learning experience, specifically developed for beginners who want to test and improve their knowledge. It initially evaluates the user's understanding through a common set of multiple-choice questions. This serves as the baseline to analyze their current knowledge level. Based on the assessment, the system identifies the user's weak areas. Using machine learning techniques, the system then tailors the learning process by generating personalized questions, ensuring a dynamic and adaptive approach. Unlike traditional systems that offer static questions to all users, it focuses on individualized improvement, making learning more interactive and efficient.
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I. Introduction
With the rapid evolution of e-learning platforms, personalized learning has become essential for improving student engagement and knowledge retention. Personalized learning is currently crucial for raising student engagement and information retention due to the quick development of e-learning platforms. Conventional quiz-based systems frequently lack flexibility, providing static questions that don't take the learner's skill level or development into consideration. The effectiveness of information acquisition is limited by the one-size-fits-all approach taken by many current methods. Because every student learns differently and has various degrees of prior knowledge, a tailored learning method is essential to meeting each student's needs. By dynamically adapting instructional materials to each learner's unique needs, an intelligent tutoring system (ITS) can close this gap. The platform assesses the learner's strengths and shortcomings through the use of a content-based suggestion system, guaranteeing that the questions produced correspond to their present comprehension level. (ITS) can help close this gap by dynamically adjusting instructional materials to meet the unique requirements of every student. The platform assesses the learner's strengths and shortcomings through the use of a content-based suggestion system, guaranteeing that the questions produced correspond to their present comprehension level. This approach promotes ongoing learning without overburdening the student while simultaneously reinforcing areas of weakness. Furthermore, by providing increasingly difficult questions that correspond with the learner's development over time, adaptive learning strategies promote user engagement. A dynamic, customized question-generation approach guarantees that students obtain pertinent and significant practice, in contrast to typical teaching systems that rely on static question banks. By encouraging a better comprehension of ideas, this interactive and adaptable approach improves the effectiveness and efficiency of the learning process.
2. Literature Survey
[1] This paper proposes an intelligent adaptive E-learning system that uses the machine learning to build deep learner profile and reinforcement learning to recommend the personalized learning paths.
[2] This system aims to develop the automated and adaptable system suitable for the individual user learning needs and built on the Moodle platform.
[3] This paper uses the RLLP, the reinforcement learning algorithm that recommends the effective learning paths by considering the knowledge levels and learner’s goals.
[4] This research aims to personalize through adaptive E-learning and ML based recommendation system. It uses the content based filtering, collaborative filtering, hybrid 	and knowledge based.
[5] The author aims to combine the lazy learning and reinforcement learning, proving significantly faster than using either alone or learning from scratch.
[6] This paper uses a multi-constraint learning path recommendation algorithm based on the knowledge map. It considers the preferences, learning behaviours and time constraints.
[7] The paper proposes the intelligent adaptive E-learning system using machine learning and reinforcement learning. Recommends the learning path using q-learning.
[8] This paper analyzes the Nearest Neighbor Q-Learning (NNQL) algorithm, which applies nearest neighbor regression to estimate the optimal Q-function.
[9] This study aims to enhance the academic performance by aligning learning resources with students' learning styles of a personalized E-Learning approach.
[10] This system uses the multi agent approach and q-learning to recommend personalized learning paths for an adaptive E-learning system.
 2.1. Introduction to Intelligent tutor system
The growing demand for personalized learning has driven advancements in e-learning platforms. Traditional models with fixed curricula and standardized assessments struggle to accommodate individual learning paces. In static quiz systems, questions don't adapt based on performance, reducing engagement and hindering knowledge retention. To address this, an intelligent tutor system is proposed, utilizing machine learning and reinforcement learning, specifically Q-learning. This system adapts question difficulty and content to match the learner's progress. Q-learning dynamically adjusts the complexity of questions based on user performance, using a Q-table that updates to optimize learning efficiency. By combining content-based recommendations with reinforcement learning, the system provides a tailored learning experience. This adaptive approach keeps learners engaged, offering a balanced level of challenge while focusing on areas of weakness. Performance tracking and feedback further support learners in improving their skills.
2.2. Existing Systems
Existing intelligent tutor systems primarily rely on static question banks or predefined question sets to assess and improve a learner’s understanding of a subject. These systems typically follow a rigid structure where users are presented with multiple-choice questions (MCQs) in a sequential manner without adapting to individual learning patterns. Many traditional platforms utilize rule-based algorithms or simple decision trees to assign difficulty levels, offering limited personalization. Some advanced systems incorporate content-based recommendation techniques, where similar questions are suggested based on previously attempted topics. However, these methods do not dynamically adjust to the learner’s progress in real-time. Additionally, most existing platforms lack reinforcement learning techniques, meaning they do not refine question selection based on the user’s historical responses and evolving knowledge. As a result, learners may repeatedly encounter questions that do not align with their actual proficiency, reducing engagement and learning efficiency. While machine learning-based approaches have been explored, they often require extensive labelled datasets and complex training mechanisms, making their implementation challenging in adaptive learning systems.
2.3 Limitations of existing systems
	As the quiz system is a common application used by many users but many systems just give you the static set of questions which is common for all the users where that system doesn’t work on any personalization for users. And also there is no adaptation in the question difficulty on user’s answer. The system can’t able to analyse the user needs in the education it just simply gives questions from all the topic. That system will not get any user analyses based on the score which is given after the completion of the static quizzes. The other system recommends the courses of the user needs. That system won’t give practice to the user in the form of quiz.
2.4 Recommendation System
A recommendation engine plays a critical role in personalizing the learning experience by suggesting questions that align with the learner’s current level of understanding. The system employs a content-based recommendation approach, where recommendations are generated based solely on the user's own performance data rather than relying on interactions or comparisons with other users, as seen in collaborative filtering methods. To facilitate this, the K-Nearest Neighbors (KNN) algorithm is employed—not to compare between users, but to identify questions that are most relevant to the weak topics of a single learner. After an initial assessment quiz, the user’s performance is analyzed and represented as a feature vector. Topics with the lowest performance scores are flagged as weak areas.
2.4 Q-Learning:
Q-learning is a model-free reinforcement learning algorithm that enables agents to learn optimal actions in an environment by trial and error. It aims to find the best sequence of actions to maximize long-term rewards. Q-learning works by assigning a "Q-value" to each action in a given state, representing the expected reward from taking that action in that state. The agent then updates these Q-values based on the rewards it receives, gradually learning the most beneficial actions for each situation. In contrast to traditional systems that rely on predefined difficulty progression, Q-learning enables the platform to learn optimal question-selection strategies over time by interacting with the learner and receiving feedback in the form of correct or incorrect answers. the learner is treated as an agent navigating through different levels of question difficulty—categorized as Easy, Medium, and Hard. The learning environment is defined by a set of states, where each state represents the current difficulty level of the question being answered. The actions correspond to transitioning to a higher or lower difficulty level for the next question. The reward is determined by the correctness of the learner’s response: a correct answer yields a positive reward, encouraging the system to increase the difficulty, while an incorrect answer results in a negative reward, prompting the system to reduce difficulty or stay at the current level.
3. Proposed System
3.1 System Architecture
The architecture of the proposed adaptive learning platform is designed to ensure scalability, modularity, and real-time personalization. The system is composed of four primary layers: the user interface layer, application layer, database layer, and machine learning layer. Each component plays a critical role in delivering a dynamic and customized learning experience to users based on their individual performance.
3.2 Workflow
Once authenticated, the user selects a course and answers a set of predefined questions covering multiple subtopics. Based on the performance, the system identifies the weakest subtopic—the one with the lowest score—and highlights it for focused improvement. The user is then given two options: Explanation and Practice Now. The explanation is generated using Google Gemini’s API, providing a clear, AI-generated overview of the weak topic. If the user chooses to practice, they are taken to a personalized quiz where questions related to the weak subtopic are recommended using the K-Nearest Neighbors (KNN) algorithm. To adapt to the user’s progress, Q-learning is employed to adjust question difficulty dynamically. The user starts with an easy question; correct answers increase the difficulty, while incorrect ones maintain or reduce it. This is controlled by a Q-table that updates in real-time based on the user’s performance. If the user consistently performs well, they receive a message like “You have trained this topic.” Otherwise, the system encourages further learning. All scores and progress are tracked and displayed on the user’s profile page.
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Fig 3.1 Architectural design
4. Implementation Methodology
4.1 Technologies Used
The system is built using a combination of modern web and machine learning technologies to support adaptive and personalized learning. The frontend is developed using React.js, providing a responsive and interactive user interface. The backend is implemented with Flask (Python), which handles API requests, data processing, and integration with machine learning components. A PostgreSQL database is used to manage and store user data, questions, quiz results, and learning progress. For question recommendation, the system employs the K-Nearest Neighbors (KNN) algorithm to find and suggest questions relevant to the user’s weak topics. To adjust difficulty dynamically, Q-learning, a reinforcement learning technique, is used to optimize question difficulty based on user performance. Additionally, the system integrates with the Google Gemini API to generate explanations for weak topics, enhancing conceptual understanding. Together, these technologies create a seamless learning experience tailored to each user.
5. Results:
The system effectively identified users’ weak subtopics through an initial static quiz and provided targeted practice using KNN-based question recommendations. The recommended questions aligned well with the identified weak areas, enhancing the relevance of practice sessions. Q-learning dynamically adjusted the difficulty level based on user responses, ensuring an adaptive learning experience. Users who answered correctly progressed to harder questions, while incorrect answers retained or lowered the difficulty, maintaining engagement. Integration with Google Gemini API provided real-time explanations, further supporting concept clarity. Overall, the system improved user performance and promoted a more personalized and efficient learning process.
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Fig 5.1 Subjects Selection
User can select the subject they want to get trained or practiced. After selecting a subject it will redirect to the particular subject’s quiz section.
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Fig 5.2 Questions Page
This is the static set of questions where the user has to attend all the questions to get the weak topic of the particular user
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Fig 5.3 Mark display
This is a pop up just displays the scores scored in the subtopic wise and total and also displays all subtopics score of the user on the recent attempt and these scores also displayed in the profile page also.
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Fig 5.4 Weak topic
This page shows the weak topic of the user and also shows two buttons Explanation, which will give the short explanation with example of the weak topic and Practice now which will give the questions to get practiced on that weak topic.
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Fig 5.5 Explanation 
This page will give the explanation of that weak topic this is done by using the Gemini AI with its API key the explanations are get generated dynamically when the weak topic is passed to it is displays the explanation. With this explanation the user can get a glance of the that topic before getting into the practice session.
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Fig 5.6 Practice Questions
When the user selects the practice now it will give the questions based on the content based recommendation system. This uses the KNN algorithm to recommend the questions on the weak topic.
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Fig 5.7 Difficulty changing
After the user answering the question the difficulty level will get changed according to the user answers if the answer is correct it will change difficulty to medium or hard level if incorrect it will stay in the easy level. The difficulty level will get changed dynamically with the help of the Q-learning algorithm which takes user answers as feedback and stores the value in the Q-table with that Q-table value the algorithm will decide which difficulty level it can recommend to the user increase, decrease or stay in the difficulty level.
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6. Conclusion:
This project presents a personalized and adaptive learning system that enhances the user’s educational experience by combining machine learning techniques with intelligent tutoring strategies. By identifying weak topics through performance analysis and delivering targeted content using KNN-based recommendations, the platform ensures learners receive focused practice. The integration of Q-learning allows for dynamic difficulty adjustment, tailoring question levels to each user’s proficiency. Additionally, real-time explanations generated via the Google Gemini API further support conceptual understanding. Overall, the system fosters a more engaging, efficient, and individualized learning journey, demonstrating the potential of machine learning in modern education.
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Quiz for Course: PYTHON

Basics

Which of the following is a mutable data type in Python?
O Tuple
O List
O string
O Integer

What is the output of type(10/2) in Python?
O int

O float

O complex

O str

Which of the following is not a valid Python operator?

o
o=
O <
O %
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Your Score

Total Score: 80
Subtopic Scores:
Basics: 100%
Conditional Statements: 80%
Loops: 100%
Functions: 100%

Exception Handling: 20%

OOPS: 80%
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Weak Topics

These are the topics you need to improve:

Exception Handling: 20%
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| Explanation for: Exception Handling

Imagine you're building a robot to make you a sandwich. You give it instructions: get bread, put on
ham, put on cheese, put on top slice.

But what if there’s no ham in the fridge? The robot will freak out and stop everything, maybe even
break down. That's a program crashing because of an unexpected problem — an *exception".

Bxception handling is like giving the robot backup plans. You tell it:

 "try" to get the ham.

« “except" if there's no ham, use turkey instead. Or maybe just skip the ham and keep going.

« “finally", no matter what happens with the ham, put on the top slice of bread and tell me you're
done.

In Python code, it looks like this:

So, exception handling helps your program:

« Avoid crashing: It deals with errors gracefully.
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Vite + React

@ loca

Practice: PYTHON - Exception Handling

Question

Difficulty: easy
What is the main purpose of exception handling?

O To handle normal program flow
@ To handle errors and recover from them
O To ensure that the program runs correctly

(O To make sure the program stops

Correct Answer: 2
CORRECT!

Submit Answer

Score: 3 | Streak: 3

) 37:c

@ Ppartly sunny Q_ search
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Vite + React

@ loca

Practice: PYTHON - Exception Handling

Question

Difficulty: hard

What will the following code output?try: raise ValueError("An error occurred”) finally: print("This
always runs")

O An error occurred
(O ValueError: An error occurred
O This always runs

@ An error occurred\nThis always runs

Correct Answer: 4
CORRECT!

Submit Answer

Score: 4 | Streak: 4

) 37:c

@ Ppartly sunny Q_ search
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Vite + React

localhost

Practice: PYTHON - Exception Handling

Question

Difficulty: medium

What does the following code output?try: x = 1/ 0 except ZeroDivisionError: pass finally: print("End
of program")

@ End of program
o 1/0
(O ZeroDivisionError

O Nothing

Correct Answer: 1
CORRECT!

Submit Answer

Score: 5 | Streak: 1

) 37:c

@ Ppartly sunny Q_ search
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