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ABSTRACT 
This project proposes a low-cost, smart waste segregation system using an ESP32-CAM and Edge Impulse for real-time object classification. Designed for household and small-scale applications, the system identifies and sorts waste into plastic and paper categories. A camera captures images, and a servo motor segregates waste based on the model’s predictions. Initially trained on a publicly available dataset, the model was later retrained using a custom dataset collected with the same ESP32-CAM, enhancing compatibility with the target hardware. Grayscale images were used to reduce processing load, aligning with the limited resources of the ESP32-CAM. The system demonstrated good results in the software environment and proved effective for limited classes. However, hardware implementation revealed increased inference time and reduced accuracy due to the limitations of the ESP32-CAM and grayscale imaging. Adding more classes impacted performance both in training and deployment. While higher-end hardware and larger datasets could improve accuracy, they would raise costs. This project instead emphasizes an affordable and scalable solution for waste segregation, aiming to tackle the broader waste problem through small, distributed contributions.
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1.  INTRODUCTION 
 Waste disposal is a highly important part of the green and clean environment. Regardless waste disposal leads to pollution, wastage of natural resources, and health risks. Manual sorting of waste is labor-intensive, susceptible to human error, costly, and labor-intensive. Lack of proper segregation of recyclables and non-recyclables is one of the problems in waste management, which leads to inefficient recycling and more landfill waste. To fill the gaps in these challenges, intelligent waste sorting and classification systems have come to the forefront in recent years. Emerging technologies in edge computing and embedded systems have allowed the creation of intelligent waste management solutions that are efficient without the need for cloud processing.
Intelligent waste sorting plants employ real-time image perception for waste category recognition and automatic segregation with little human intervention and more accuracy. Work in the area of embedded vision and low-power processing has proved that small-sized AI models can be embedded into low-resource hardware and enable autonomous sorting of waste for domestic and business use. The aim of this project is to build a smart waste classification and sorting system using the ESP32-CAM and Edge Impulse. ESP32-CAM is a low-resource microcontroller that has a built-in camera and Wi-Fi connection. It can be used for live image processing. 
This strategy differs from traditional cloud-based models as it implements edge computing in order to handle images of garbage directly on the device, mitigating latency and server reliance. The system takes snapshots of waste materials, identifies them, and segregates them automatically with the help of a servo motor system. By integrating embedded computing with AI, this project improves waste segregation effectiveness and stimulates eco-friendly recycling. Although there are many merits to waste categorization by machine, there exist some challenges which need to be tackled. Ambient light conditions influence classification accuracy to some extent; therefore, methods for dataset optimization and preparation should be used. Also, methods of optimized deployment need to facilitate real-time work on low-energy hardware.
The first application of this system is the segregation of plastic and paper, but future developments plan to extend the functionality to more materials, including metal, glass, and organic waste, by broadening the dataset and improving the process of segregation.
2. METHODOLOGY
 The creation of an intelligent garbage classification and sorting system using Edge Impulse and ESP32-CAM is structured with data acquisition, training of a machine learning model, embedded implementation, and performance testing. A waste image dataset is acquired under different lighting conditions and angles for improved generalization. Preprocessing of images involves resizing, normalization, and augmentation. Lightweight CNN is trained with Edge Impulse, with hyper parameters like epochs, learning rate, and batch size optimized to balance accuracy with efficiency. The trained network is quantized using INT8 profiling for efficient computation on ESP32-CAM. The ESP32-CAM with servo motors and an LDR sensor takes pictures of waste, classifies the images, and activates the sorting mechanism based on classification. System testing continuously analyzes classification accuracy, response time, and sorting performance in actual application conditions. The system's efficacy is confirmed with performance indicators including accuracy rates, inference time, and system dependability. It makes it feasible to have an economical and scalable solution for automating waste collection. 
2.1 HARDWARE COMPONENTS
 ESP32-CAM 
The ESP32-CAM (AI-Thinker) module is a small development board with an ESP32-S microcontroller and a dual-core Xtensa LX6 processor at 240 MHz. It has 520 KB SRAM, 8 MB PSRAM, onboard Wi-Fi, Bluetooth 4.2, and a microSD interface (up to 4 GB). The module allows AI-enabled applications like image classification, face recognition, and smart surveillance. The OV2640 camera sensor, which has a 2 MP resolution of 1600×1200, offers auto-exposure, auto white balance, and adjustable focus. The ESP32-CAM is flashed using an external FTDI programmer and offers Edge Impulse and TensorFlow Lite for ML inference on the edge.
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[bookmark: _Hlk162808227]Figure 1: ESP32 CAM module on hardware setup

 Servo Motor
 Servo motors supply accurate control of position, acceleration, and speed. Feedback control mechanisms are operated by them, varying position as per input signals. Miniature but high-torque, servo motors find broad usage in robots and automation. Here, they are utilized for driving waste into appropriate compartments depending upon classification outcomes.
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Figure 2: Servo motor on hardware setup


 LDR Sensor
 A Light Dependent Resistor (LDR) varies its resistance depending on the amount of light present. It behaves as an insulator when the light is dim and is conductive when bright. LDR sensors are applied for automatic brightness control in image capture, making sure that the classification accuracy is consistent across varying lighting conditions. 
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Figure 3: LDR sensor on hardware setup

2.2 SOFTWARE CONFIGURATION
 Edge Impulse
 Edge Impulse offers a cloud platform for developing AI models for edge devices. It facilitates data acquisition, feature extraction, model training, and deployment.
 The process involves: 
• Data Collection & Preprocessing: Image data acquisition, labeling, and feature extraction.
• Model Training & Optimization: CNN training, transfer learning, quantization, and hardware acceleration. 
• Model Deployment: Exporting models in TensorFlow Lite format for deployment on ESP32-CAM, supporting real-time AI inference.
 Arduino IDE 
Arduino IDE is applied to write, compile, and upload software to ESP32-CAM. It is capable of C/C++ programming, offers a rich library ecosystem, and allows serial monitoring for debugging. It makes it easy to integrate ML models into the embedded system. This approach guarantees a realistic and effective way of AI-based waste classification through edge computing to enhance automation in smart waste management systems. 
3. RESULTS AND DISCUSSION
 The AI-based waste sorting system implemented using the ESP32-CAM demonstrated efficient performance across multiple machine learning models designed for classifying waste materials such as paper, plastic, and metal. Three different models were developed and tested using Edge Impulse, each optimized for varying levels of complexity and dataset characteristics. Model 1, trained on a pre-collected dataset with balanced paper and plastic samples, served as a baseline. However, due to moderate class overlap and differences in image capture conditions, it achieved a moderate F1 score of 73%, with noticeable misclassifications, including 30.5% of paper and 21.8% of plastic predicted as background. Model 2, trained on a custom ESP32-CAM dataset with three classes—metal, paper, and plastic—offered a more practical real-world solution. It achieved an impressive overall F1 score of 91.9%, with plastic being recognized with extremely high precision (98%) and recall (97%), and only minor confusion between metal and paper. Model 3, also trained on the user's ESP32-CAM dataset but limited to paper and plastic classes, delivered perfect classification performance with 100% F1 score, precision, and recall for all classes including background. However, due to the relatively small and imbalanced dataset, there is a possibility of overfitting. All models were quantized to INT8 and optimized using the EON Compiler in RAM-optimized configuration. The system utilized grayscale image processing to reduce memory load and integrated a digital LDR sensor to activate onboard LED lighting under low-light conditions, which improved image consistency and classification reliability. The servo motor precisely directed waste items to their respective bins, enhancing overall automation. Despite the strong performance, inference time remained a limitation across all models, averaging between 1103 ms and 1222 ms, which may impact responsiveness in high-speed sorting scenarios.
Table 1. Modal performance comparison  

	Metric
	Model 1 (Paper vs Plastic)
	Model 2 (Metal, Paper, Plastic)
	Model 3 (Paper vs Plastic)

	Dataset Source
	Pre-collected (External)
	ESP32-CAM (Custom)
	ESP32-CAM (Custom)

	Classes
	Paper, Plastic
	Metal, Paper, Plastic
	Paper, Plastic

	Overall F1 Score
	73%
	91.9%
	100%

	Paper F1 Score
	0.73
	0.76
	1.0

	Plastic F1 Score
	0.74
	0.98
	1.0

	Metal F1 Score
	—
	0.94
	—

	Inference Time (ms)
	1103
	1140
	1222

	RAM Usage (KB)
	119.4
	119.4
	119.4

	Flash Usage (KB)
	90.8
	90.8
	90.8

	Misclassification to BG
	30.5% (Paper), 21.8% (Plastic)
	None
	None

	Class Confusion Observed
	Yes (Paper-Plastic)
	Slight (Metal-Paper)
	None



The developed smart waste sorting system effectively integrates machine learning, computer vision, and embedded hardware to offer a practical solution for small-scale waste management. At the heart of the system lies the ESP32-CAM, a compact and affordable microcontroller with an integrated camera, responsible for capturing waste item images and running classification models trained using the Edge Impulse platform. To optimize resource usage, image capture was performed in grayscale, significantly reducing memory load on the ESP32-CAM. This trade-off, while improving efficiency, slightly reduced the system's ability to differentiate between similar textures—particularly noticeable in classes with visual similarity, such as paper and metal. An adaptive lighting mechanism, enabled via a digital LDR sensor, was crucial in maintaining consistent image quality. It automatically triggered the onboard LED under low-light conditions, contributing positively to classification accuracy.
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Figure 4: Hardware setup at initial condition
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Figure 5: Hardware setup in low light condition
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Figure 6: Paper material sorting in hardware setup
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Figure 7: plastic material sorting in hardware setup



Three different models were trained and evaluated:
Model 1, based on a pre-collected dataset, served as a performance benchmark. Despite balanced class representation, moderate class overlap and mismatched data capture environments led to a relatively low F1 score of 73%. Misclassifications, especially into the background class, highlighted the limitations of deploying externally sourced datasets on ESP32 hardware. Model 2, developed using a custom ESP32-CAM dataset, incorporated three classes: metal, paper, and plastic. It demonstrated the highest practical value with an overall F1 score of 91.9%, minimal misclassifications, and reliable performance across all classes—especially plastic, which showed 98% precision and 97% recall. This model showcases the benefit of aligning training conditions with real-world deployment environments. Model 3, a two-class model (paper vs. plastic) trained on the same ESP32-CAM dataset, achieved perfect performance with 100% F1 score, precision, and recall. While this result indicates excellent model fit, it also raises the possibility of overfitting, especially given the smaller and imbalanced dataset. Additionally, this model had the highest inference time at 1222 ms, potentially limiting responsiveness in time-sensitive applications. All models were quantized to INT8 and deployed in a RAM-optimized configuration using Edge Impulse's EON Compiler, ensuring they operated within the ESP32-CAM’s memory constraints (119.4 KB RAM and 90.8 KB Flash). Despite excellent software-level results, hardware testing revealed several real-world constraints—such as inference delays, limited support for more than two classes in simpler models, and sensitivity to lighting and object orientation. These were partially mitigated through the use of custom datasets and hardware-based lighting adjustments. This project demonstrates that lightweight AI models, when combined with low-power, adaptive embedded systems, can offer scalable and cost-effective waste sorting solutions. With improvements in processing speed, image input (e.g., switching to RGB), and dataset diversity, the system has strong potential for expansion into more complex classification tasks, making it suitable for deployment in homes, offices, and community-level recycling infrastructure.
4. CONCLUSION
[bookmark: _GoBack] The ESP32-CAM-based garbage sorting system, enhanced by AI, presents a practical and scalable solution for small-scale waste segregation by integrating machine learning, computer vision, and embedded systems. Using Edge Impulse, three distinct image classification models were developed each demonstrating unique strengths based on their dataset source, class complexity, and real-world adaptability. Model 1, trained on a pre-collected dataset, served as a baseline with moderate performance (F1 score: 73%), revealing the limitations of using externally sourced data on embedded platforms. Model 2, developed using a balanced and custom ESP32-CAM dataset with three waste categories (metal, paper, plastic), achieved an overall F1 score of 91.9%, making it the most realistic and deployable option. Model 3, a binary classifier for paper and plastic using the same custom dataset, attained 100% precision, F1 score, and recall though with potential overfitting and the highest inference time (1222 ms). The hardware implementation successfully utilized grayscale image capture for memory efficiency and a digital LDR sensor for adaptive lighting. The LED-based illumination system maintained consistent image clarity across varying light conditions, significantly improving classification accuracy. A servo motor was integrated to physically route waste based on classification, validating the end-to-end functionality of the sorting system. While high classification accuracy was achieved, limitations such as inference delay, reduced detail in grayscale images, and scalability constraints for multi-class models highlighted areas for further development. Despite these challenges, the project demonstrates the feasibility of deploying low-cost, AI-powered embedded systems for autonomous waste sorting. Its compact design, low power consumption, and minimal need for user interaction make it highly suitable for homes, offices, and community bins. With continued refinement—such as support for RGB images, faster inference hardware, and more diverse datasets—the system holds strong potential for expansion into more complex waste classification tasks. It offers a sustainable approach to waste management and contributes meaningfully toward eco-friendly, automated recycling solutions aligned with future smart city and environmental goals.
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