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Abstract
 Accurate and efficient car part instance segmentation is a fundamental re-quirement in the automotive industry, with applications ranging from vehicle diag-nostics and maintenance to insurance claim assessments. In this study, we present a quantitative approach to car part segmentation, by evaluating and comparing the power of YOLOv8, the Detectron2 Mask R-CNN with Resnet 101 and Mask R-CNN with ResNeXt 101 32x8d configuration +FPN Backbone architecture. Notably, our study focuses on a dataset comprising of 18 distinct car part labels, adding complexi-ty and relevance to the real-world scenarios. Car damage assessment is often accom-panied with a multifaceted challenge, with varying damage types and degrees of se-verity. Identifying and delineating these parts accurately is essential for decision-making in the repair and insurance sectors. The presence of noise factors, such as dirt, grease, and varying lighting conditions, further exacerbates the instance seg-mentation task. In this study, we have trained and rigorously evaluated our models on a diverse internally labelled dataset consisting of 18 unique car part labels. Our results demonstrate the efficacy of our approach in achieving precise car part seg-mentation. The Detectron2 Mask R-CNN R101+FPN and ResNeXt 101 32x8d con-figuration model excelled in real-time car part detection and segmentation, with its powerful backbone architecture exhibited superior performance in handling intricate part boundaries and fine-grained segmentation. Whereas, The YOLO V8 model per-formed really well in real-time car part detection and segmentation, displaying its versatility in identifying and delineating car parts tasks. 
Keywords: Instance segmentation, Car parts assessments, YOLO V8 model, Mask R-CNN, Deep Learning


1. Introduction
	 Accurate and efficient car part instance segmentation is a fundamental re-querulent in the automotive industry, with applications ranging from vehicle diagnostics and maintenance to insurance claim assessments. In this study, we present a quantitative approach to car part segmentation, by evaluating and comparing the power of YOLOv8, the Detectron2 Mask R-CNN with Resnet 101 and Mask R-CNN with Reset 101 32x8d configuration +FPN Backbone architecture. Notably, our study focuses on a dataset comprising of 18 distinct car part labels, adding complexity-ty and relevance to the real-world scenarios. Car damage assessment is often accompanied with a multifaceted challenge, with varying damage types and degrees of se-verity. Identifying and delineating these parts accurately is essential for decision-making in the repair and insurance sectors. The presence of noise factors, such as dirt, grease, and varying lighting conditions, further exacerbates the instance seg-mentation task. In this study, we have trained and rigorously evaluated our models on a diverse internally labelled dataset consisting of 18 unique car part labels. Our results demonstrate the efficacy of our approach in achieving precise car part seg-mentation. The Detectron2 Mask R-CNN R101+FPN and ResNeXt 101 32x8d con-figuration model excelled in real-time car part detection and segmentation, with its powerful backbone architecture exhibited superior performance in handling intricate part boundaries and fine-grained segmentation. Whereas, The YOLO V8 model per-formed really well in real-time car part detection and segmentation, displaying its versatility in identifying and delineating car parts tasks.
KEY WORDS: Instance segmentation, Car parts assessments, YOLO V8 model, Mask R-CNN, Deep Learning
Related Works:
The Mask R-CNN framework [7], marked a pivotal moment in instance segmentation. Building upon the Faster R-CNN architecture, it seamlessly integrates object detection and pixel-wise instance segmentation. Mask R-CNN's ability to provide precise object masks has found applications in various domains, including medical imaging, robotics, and au-tenuous vehicles. In the context of car parts assessment, Mask R-CNN has been instru-mental in accurately delineating individual car components within complex scenes. The Mask R-CNN ResNeXt-101 architecture, introduced a cardinality parameter that enables the exploration of different cardinalities of grouped convolutions within a residual block [8]. ResNeXt models have demonstrated superior performance on a wide range of computer-er vision tasks, including image classification and object detection [9]. The Mask R-CNN with Resnet-101 backbone architecture has also been widely used in the image segmentation field leveraging its power in capturing fine-grained details for accurate pixel-wise classification [10]. Many recent works in car parts assessment have focused on Generative Adversarial Networks (GANs) to generate synthetic data for augmenting training datasets, which can enhance the robustness of segmentation models [11], especially when real-world data is limited. 
Another powerful model that is being rigorously used for image segmentation and object detection is YOLO. In previous studies concerning object detection, classifiers have been adapted for the purpose of performing detection tasks [12]. However, YOLO takes a relatively simpler approach to object detection by treating it as a single regression problem rather than a two-step process (e.g., region proposal followed by classification) [13]. To build on to this, we have implemented an improved version of YOLO referred as YOLO V8. The YOLOv8 architecture offers both increased speed and enhanced accuracy, all within a unified framework capable of training models for Object Detection, Instance Segmentation, and Image Classification tasks. Lately, YOLO V8 has found its application in many studies ranging from localizing the accurate area for tea bud picking [14], disease image segmentation for crop plants [15], but has not been used to perform accurate car parts assessment. Thus, this study introduces a novel approach of leveraging the powerful YOLO V8 model for precise car parts image segmentation and assessment in the automotive industry.

                                                     3. Architecture
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Overview of the Architecture
Data Collection & Preprocessing Image Sources: User-uploaded photos from a mobile app, web app, or CCTV/dashcam footage.

2️AI Model Processing (Core AI Engine)
· Step 1: Image Classification → Detects if the car has damage (Yes/No).
· Step 2: Damage Type Identification → Classifies damage type (Scratch, Dent, Crack, Broken Glass).
· Step 3: Damage Localization → Uses object detection (YOLO/Faster R-CNN) to identify affected areas.
· Step 4: Damage Segmentation → Uses U-Net/Mask R-CNN to highlight precise damage regions.
3️Backend API LayerReceives image input, runs AI inference, and sends results back to the frontend.
· Tech Stack: Flask, FastAPI, or TensorFlow Serving.
4️Frontend (User Interaction Layer)
· Platforms: Mobile App (React Native/Flutter) & Web App (React.js).

5️ Integration & Deployment
· Cloud Deployment: AWS, Google Cloud, or Azure.
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                                         4.METHODOLOGY

Car damage detection using AI involves computer vision techniques and deep learning models to analyze images of vehicles and classify/segment damaged areas. Below is a step-by-step methodology:

1. Data Collection
· Gather a large dataset of car images with various types of damage (scratches, dents, cracks, etc.).
· Include images from different angles, lighting conditions, and car models.
· Label the images (annotations) for supervised learning.
2. Data Preprocessing
· Image Resizing: Ensure all images have a consistent resolution.
· Augmentation: Apply transformations like rotation, flipping, and brightness adjustment to enhance model generalization.
· Normalization: Scale pixel values to a suitable range (e.g., [0,1] or [-1,1]).
3. Model Selection
· Use deep learning models such as:
· CNN (Convolutional Neural Networks) for feature extraction.
· Pretrained Models (ResNet, VGG16, MobileNet, etc.) for transfer learning.
· Object Detection Models (YOLO, Faster R-CNN) for identifying damaged areas.
· Segmentation Models (U-Net, Mask R-CNN) for precise damage localization.
4. Model Training
· Train the model using labeled images.
· Use loss functions like cross-entropy (for classification) or IoU-based loss (for segmentation).
· Optimize using Adam or SGD optimizers.
· Split dataset:
· 80% Training
· 10% Validation
· 10% Testing
5. Model Evaluation
· Evaluate performance using metrics:
· Accuracy, Precision, Recall, F1-score (for classification).
· IoU (Intersection over Union), Dice Coefficient (for segmentation).
· Conduct confusion matrix analysis.
6. Deployment
· Deploy the trained model as:
· Mobile App or Web App using Flask, FastAPI, or TensorFlow.js.
· Cloud-based API for integration with insurance companies or repair shops.
7. Real-World Testing & Improvement
· Test with real-world images (user-uploaded).
· Use feedback loops to improve detection accuracy
· .
                                       5.MODELING AND ANALYSIS

To build a robust car damage detection system, we need to carefully choose the right modeling approach and perform detailed analysis. Below is the structured methodology for modeling and analysis:
5.1 Modeling Approach
1. Data Collection:
· Collect labeled images of cars with various damage types.
· Use datasets like Car Damage Dataset (Kaggle) or create a custom dataset.
2. Model Selection:
· For Classification: ResNet50, MobileNetV2.
· For Object Detection: YOLOv8, Faster R-CNN.
· For Segmentation: Mask R-CNN, U-Net.
3. Training Process:
· Train on GPU (NVIDIA RTX 3090, Google Colab, or AWS EC2).
· Hyperparameter tuning for accuracy.
4. Evaluation:
· Metrics: Accuracy, Precision, Recall, IoU for segmentation.
5. Deployment:
· Export trained model as a REST API or Mobile App.
5.2 MATHAMATICAL MODELING
Image Normalization
Each pixel intensity I(x, y)I(x, y)I(x, y) is normalized between 0 and 1:
                 I′(x, y)=Imax​− I min ​I (x ,y)− I min​​ 
where:
· I(x, y)I(x, y)I(x, y) is the pixel intensity at coordinates (x,y)(x, y)(x,y).
· I min I_{\text{min}}I min​ and I max I_{\text{max}}Imax​ are the minimum and maximum intensity values in the image.
 5.3 TASK SCHEDULING
First Come First Serve (FCFS)
· Jobs (requests) are processed in the order they arrive.
· Example: If User A uploads an image first, their report is processed first.
· Formula:
Twaite ​= Completion ​− Taraval​ 

+----------------------+
|  Image Upload       |
+----------------------+
           |
           v
+----------------------+
|  AI Damage Detection |
+----------------------+
           |
           v
+----------------------+
|  Assign Priority    |
|  (Based on Severity)|
+----------------------+
           |
           v
+----------------------+
|  Task Scheduler     |
|  (FCFS / Priority)  |
+----------------------+
     /        \
    v          v
+----------------+    +----------------+
| Report  Gen.   |    | Repair Booking |
+----------------+    +----------------+
           |
           v
+----------------------+
| Repair Shop Queue  |
| (Round Robin)     |
+----------------------+

                  Fig. Task Scheduling

Performance Evaluation and Analysis:

Key Metrics for Evaluation
To evaluate a car damage detection system, consider these key performance metrics:
a. Classification Metrics (For Damage Detection)
· Accuracy = (TP + TN) / (TP + TN + FP + FN)
· Precision = TP / (TP + FP) (How many detected damages are actually correct?)
· Recall (Sensitivity) = TP / (TP + FN) (How well does it find all damages?)
· F1-score = 2 * (Precision * Recall) / (Precision + Recall) (Balanced measure)
· Confusion Matrix: Shows TP, FP, TN, and FN.
b. Object Detection Metrics (For Damage Localization)
· Intersection over Union (IoU): Measures overlap between predicted and actual damage regions.
· Mean Average Precision (map): Measures detection accuracy across multiple damage types.
Simulation and Results:
 Preprocessing: Resize images, normalize pixel values.
 Training: Use TensorFlow/Torch with Reset, Efficient Net, or YOLOv8 backbone.
 Loss Function: Cross-entropy for classification, Tiou loss for object detection.
 Optimization: Adam or SGD for weight updates.
 Training Time: Typically, 4–12 hours on a GPU (e.g., NVIDIA RTX 3090).
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                                                        Fig.  Number of instances per category
                                     
                                                          6.RESULTS AND DISCUSSIONS

Remarkably, the Mask R-CNN model with Reset 101 32x8d FPN outperformed its counterparts in both object detection and semantic segmentation tasks. It achieved an im-pressive map of 93.91% for object detection and an map of 87.16% for instance segmentation. The superior performance of Mask R-CNN with resent 101 32x8d FPN can be attributed to several key factors.
Results;
A sample of a tested image with respect to Mask R-CNN resent – 101 is shown in Fig.6 below. 
[image: ]

Fig.  A sample of a tested image with respect to Mask R-CNN resent – 101

7.CONCLUSION

This study compared and evaluated three powerful models—YOLOv8, Detectron2 Mask R-CNN with Reset 101, and Mask R-CNN with Res Next 101 32x8d configuration + FPN Backbone architecture. Through rigorous training and evaluation on our diverse da-taste encompassing 18 unique car part labels, we have displayed the effectiveness of our segmentation approach. The Mask R-CNN Resnet-101 backbone exhibited and map of 91.70% for object detection, and a map of 84.97% for instance segmentation. Whereas, Mask R-CNN ResNeXt-101 backbone with a 32x8d configuration portrayed an map of 93.91%, for object detection and an map of 87.16% for instance segmentation and thereby outperforming the other architectures. This research advances our understanding of deep learning models in car part segmentation, offering valuable insights for enhancing efficiency and precision across automotive applications. 
As the automotive industry continues to evolve, in future we would like to further improve our model performance and accuracy using even a larger and varied dataset (with more car part labels) and empower better decision-making and efficiency in car part assessment and maintenance. 
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