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ABSTRACT:     
In today's time, differentiating between real and fake job posts has become a big challenge for job seekers. To solve this problem, we have developed an advanced tool that effectively detects and filters out fraudulent job advertisements by using machine learning techniques. 
In our approach, we used different classifiers that scrutinize job listings and compared their performance to identify the most effective model for detecting fake job posts. 
Among the classifiers we tested, the ensemble classifiers were found to be most accurate in identifying fake jobs. Our tool, "Fake Job Post Prediction," uses the RFA which is known for its high efficiency and accuracy. This method achieves a 98% accuracy rate, which is significantly better than previous techniques. 
This tool is designed to protect job seekers from scams, which often occur with misleading promises or requests for application fees. It preemptively identifies and eliminates fake job listings, making the job search experience safer. 
Our innovative software helps distinguish between legitimate and fake job opportunities and ensures a more secure online job search environment. This tool is a vital resource in the complex online employment landscape. 
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1. INTRODUCTION   
It's harder than ever to find a solid job these days. Prior to the interview, an applicant must register and apply for the position. The first stage is to match your application for a job with the specifications of the organization, which should correspond to the candidate's sector of interest. On the Internet, there are a lot of job advertisements, but it can be challenging to distinguish between legitimate and fraudulent prospects. There is a need for software capable of differentiating between authentic and deceptive job advertisements.
Companies that wish to optimize and accelerate the recruitment process by sharing information about open positions. We solve the issue of bogus job listings by employing data mining techniques. Compared to previous techniques, the Random Forest Classifier has proven to be more effective. This sophisticated classifier assists in distinguishing between job advertisements and guards against monetary losses from fraudulent recruitment processes, like application fees and other money demands. 
Companies post job descriptions online, and candidates apply for opportunities according to their qualifications. However, some abuse this procedure by disseminating phony job advertisements. Job seekers who need work occasionally trust these phony job advertising and divulge private information, including bank account information. 
Our software makes use of the Random Forest classifier, which is incredibly efficient and outperforms the previous methods in terms of speed, accuracy, and efficiency. Fraud involving internet recruitment has become more prevalent, endangering personal data and damaging businesses' reputations. Our project, which offers job seekers safe and reliable employment opportunities, is a powerful deterrent against these frauds. 
Because of the economic slump and the effects of the coronavirus, there are fewer job prospects, and some scammers take advantage of this to target the weak. These con artists demand money from victims and use their fictitious employment offers to obtain personal information. Thus, in order to distinguish between legitimate and fraudulent job offers on internet recruitment platforms, caution and attention are required. 
2. RELATED WORKS   
Some notable literature reviews include those who made a weighty effort to accurately detect fraud in online recruitment processes. They utilized a method called the Random Forest Classifier to analyze online hiring scams, distinguishing them from other forms of electronic scams. For feature selection, they employed SVM, while detection and classification were performed using the Random Forest Classifier.[1] Similarly, utilized the EMSCAD dataset, an directly accessible resource containing extensive data. Their approach achieved a 97.41% success rate, with a primary focus on key features such as the corporate logo and other essential attributes.[2]
Proposed a model emphasizing that an employee's knowledge and skills should be key considerations during the hiring process. Business organizations should focus on selecting candidates who are well-suited for specific job roles. Their approach employs a variety of neural networks, including Text CNN and BI-GRU-LSTM, as well as pretrained data, yielding an effective output with an F1-score of 72.71%.[3]
Highlighted the rapid growth of online social networks, influencing both political and economic domains. They emphasized that fake news could have adverse effects on users, making it essential to identify whether the news is authentic or misleading. To overcome this, machine learning algorithms are used to assess the news makers and the themes they cover on online social networks. The goal is to give high quality information.[4]
Contributed further insights into this area, focusing on methodologies to improve the detection and handling of deceptive information.
Virtual neurons are generated using Deep Neural Networks (DNN) with random initial weights. Multiplying the weight with the inputs yields a result in the range of 0 to 1. During training, these weights are adjusted to separate the output into distinct groups. However, poor patterns can lead to overfitting, especially when multiple layers are applied. The model uses dense layers for data training. Some layers can be decreased to build a more generalist model, with a focus on specific parameters that need training. The activation function is Reule, and the optimizer is Adam. Adam changes the learning rate for each parameter during training, depending on several parameters.[5]
It is said that neural network principles are like how the human brain functions. This allows the computer to compare one pattern to another and determine whether they are similar or dissimilar. In this sense, a neuron is described as a function that combines certain properties and group categories. A neural network is made up of numerous interconnected nodes spread across multiple layers.[6]
Perceptron’s, which are connected in layers, were discussed. The error rate can be lowered by altering the weights of input layers using hidden layers.[7]
An in-depth investigation on data categorization was carried out using the two-class choice enhanced tree and two-class choice forest methods. Their findings show that the two-class improved decision tree algorithm outperforms the two-class choice forest technique. However, a notable weakness of their research is the long training period and the high number of hyperparameters, which render the model prone to overfitting.[8]
They developed an Android-based application to compare different classifiers for predicting fraudulent job postings. Their model, which incorporates Multinomial Naive Bayes, Android, Flask API, Blender, and Natural Language Processing (NLP), converts textual input into speech-driven results. However, the model can only handle textual data and cannot process numerical inputs.[9]
They concluded that ensemble classification models outperform individual classifiers. Their study involved classifiers like: - Naive Bayes, Decision Tree, Multi-Layer Perceptron Classifier, K-Nearest Neighbor, AdaBoost, Gradient Boost, and Random Forest Classifiers to determine the most effective model. Despite its high computational expenses and low clarity, the ensemble approach targets to improve classification accuracy.[10]  
3. TECHNOLOGIES USED 
3.1 MACHINE LEARNING: This project's use of machine learning (ML) to do "Fake Job Post Detection" is significant. Because machine learning algorithms examine patterns in job advertisements, this technology enables the system to distinguish between legitimate and fraudulent job listings. Machine learning is trained to recognize clues and irregularities in job advertisements and determine if they are authentic or fraudulent. 
When the model is trained on data than its containing both real and fake job listings, supervised learning is applied. Because of this, the system can now provide precise forecasts for brand-new job postings. It successfully identifies scams and shields job searchers from phony postings by learning from machine learning models. 
Furthermore, as the machine learning model advances over time, scammers will still be detected by the system even if they use new techniques. Because of its flexibility, the system is still effective at identifying phony job postings. For this project, ML in this manner offers a safe online job search environment as shown in Figure 1 [11].
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Figure 1: Machine Learning Process 

3.2. Neural network: It operates similarly to the pattern-analysing human brain. Each node (perception) in their several layers applies nonlinear activation functions and does linear regression. To lower errors, these networks modify the weights of their input layers, which aids in supervised learning and pattern recognition. 
3.3. Deep Neural Network: DNNs are created by combining artificial neural networks (ANNs) with multiple intermediary layers between the input and output layers. The feedforward method is used to move data from the layer of input to the results layer. Each virtual neuron has randomized connection weights that are changed during training to increase classification accuracy. However, DNNs can overfit occasionally, leading to the model learning incorrect patterns. To prevent this, dropout layers are used to reduce the amount of trainable parameters while increasing model generalization. 
3.4. Ensemble classifier: Systems for detecting bogus jobs with higher accuracy and dependability are enhanced by ensemble classifier approaches. Ensemble classifiers combine the intelligence of multiple models, like Random Forests or Gradient Boosting. These methods integrate the results of several classifiers to produce a potent forecasting system that frequently outperforms separate classifiers. By strategically combining the best features of several categorization techniques, this approach offers a more thorough and precise way to spot fraudulent job ads as shown in Figure 2 [12].  
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Figure 2: Ensemble Classifier 

4. METHODOLOGY 
The study "Fake Job Post Detection Using Machine Learning" uses a methodical approach to develop a detection system that is effective. The essential actions consist of: 
 
4.1. Alternative classifiers: We employ a variety of classifiers in our analysis framework, including SVM, Decision trees, naive bayes classifiers, K nearest neighbor’s classifiers, and random forest classifiers. As illustrated in Figure 3, our study dataset is prepared for Multilayer Perceptron (MLP) architecture training, allowing us to more thoroughly investigate various modelling approaches as shown in Figure 3 [13].
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Figure 3. Proposed methodology 
 
4.2 Information Gathering  
Use an alternative dataset from Kaggle, a popular platform for machine learning research. This dataset will serve as the foundation for training and assessing machine learning models, as it represents job adverts in a realistic manner. 
4.3 Data Pre-processing  
Pre-processing the data will ensure that it is clean and ready for analysis. These covers dealing with abnormalities, eliminating unnecessary data, and handling missing values. Following this procedure, you'll have a cleaned dataset that's prepared for additional examination. 
4.4 Feature Extraction  
Extract essential features from job listings, such as the job title, description, and experience requirements, to aid in model training. The goal is to create a feature-rich dataset that includes critical elements that help distinguish between legitimate and fraudulent job adverts. 
4.5 Dividing Data  
Divide the dataset into two sets: training and testing. This component guarantees the model is tested on a new subset of data after being trained on one, hence determining the model's generalizability. 
4.6 Classifier Selection  
To develop a detection model, you can use an ensemble of classifiers or a single classifier. Individual classifiers, such as SVM or Logistic Regression, are considered alongside group approaches, such as Random Forest or Gradient Boosting. Combining these benefits should result in increased accuracy. 
4.7 Data Prediction  
Using the training dataset, train the chosen classifier or classifiers. To discern between real and fraudulent job advertisements, models are trained to recognize patterns and correlations among features. Next, generate predictions using the testing dataset and the trained models.  
4.8 Evaluation  
Use metrics like accuracy, precision, recall, and F1 score to evaluate the performance of a model. These indications, such as limiting fake positives and fake negatives and effectively identifying phony job posts, give you with a comprehensive knowledge of how effective models are. 
4.9 Random Forest Classifier 
This collection of classifiers uses decision trees. In this case, the outcome is determined by a majority vote as shown in Figure 4 [14]. The actions are as follows:  
1. From the dataset, a random sample is chosen.  
2. For every sample, a decision tree is constructed, and a prediction outcome is acquired.  
3. Voting is done on each anticipated outcome.  
4. The outcome that is most likely to receive votes is selected. 
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Figure 4: Random Forest Classifier 
 
4. Proposed System Architecture  
The purpose of this research is to detect fraudulent employment so that consumers are not duped. Its goal is to guarantee that personal information submitted by candidates for employment is not exploited. We are working with the EMSCAD dataset, and by utilizing various techniques, we can improve the outcomes. The fake job post dataset has been collected and pre-processed. A feature choice is a way of selecting significant aspects from data that are needed for analysis and will help to produce accurate results. We are utilizing the Random Forest Classifier to determine whether the job post is genuine or false as shown in Figure 5 [14].  
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Figure 5: System Architecture 
Certain tasks are carried out in this phase, such as receiving information and preparing it. Following that, a classifier is applied, and the data is trained. This will yield the outcome of the forecast. Either a phony job or an actual job will be the result.  
5 Results and Analysis  
We tested three machine learning models:-Random Forest, SVM and Naive Bayes—to see how well they can identify fake job postings in Table 1. We looked at things like accuracy, F1-Score, Cohen Kappa, and MSE (Mean Squared Error) to understand how each model performed.
1. Accuracy:
· Random Forest worked the best, correctly identifying most real and fake job posts.
· SVM and Naive Bayes did well too, but Random Forest was still the top performer.
2. F1-Score:
· The F1-Score helps us see how well the model balances false positives and false negatives. Random Forest had the highest score here, meaning it made fewer mistakes.
· SVM and Naive Bayes performed well too but weren't quite as good.
3. Cohen Kappa:
· This score assesses the model’s accuracy in predicting actual values, taking into account the possibility of random guessing. Random Forest did its best here.
· SVM and Naive Bayes were not as reliable in comparison.
4. MSE (Mean Squared Error):
· MSE tells us how close the model’s predictions are to the actual values. The Naive Bayes model had the lowest MSE, meaning its predictions were more accurate in some cases. However, it didn’t do as well in other tests.
Table 1. Performance table for classifier-based prediction:
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6 Conclusions  
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Figure 6: Random Forest Confusion Matrix 
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Figure 7: SVM Confusion Matrix
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Figure 8: Naïve Bayes Confusion Matrix

The confusion matrix played a key role in evaluating the models as shown in Figure 6,7 and 8: -
· True Positives (TP): Fake posts truly identify.
· True Negatives (TN): Real posts truly classified.
· False Positives (FP): Real posts misclassified as fake.
· False Negatives (FN): Fake posts misclassified as real.
This analysis highlighted the trade-off between false positives and false negatives, helping us determine the most effective model for detecting fake job postings.
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Figure 9: Model Accuracy Comparison

The validation set included 3403 actual jobs and 173 fraudulent jobs. Our algorithm accurately identified 3365 of 3403 real jobs as real (accuracy = 98.88%) and 152 of 173 false jobs as fake (accuracy = 87.86%).
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Figure 10: ROC Curve
The ROC curve helped assess how well the models distinguish between real and fraudulent job posts. A higher AUC means better performance. The Random Forest model had the best AUC, showing it was most effective in identifying fake job posts while minimizing errors as shown in Figure 10.
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Figure 11: Classifier’s Results
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Figure 12: Fake Job Description
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[image: ]Figure 13: Result
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Figure 15: Result
Conclusion  
Job fraud is becoming increasingly prevalent, and in this study, we focused on the challenge of spotting bogus job ads. We used the FJD dataset, which included both legitimate and fraudulent job listings. We examined many machine learning models, including Random Forest, SVM, Naive Bayes to determine which one best recognizes bogus job listings.
Among all the models, Random Forest showed the highest accuracy in identifying real and fake job postings. While SVM and Naive Bayes also worked with good results, their accuracy was slightly lower than Random Forest. We also used parameters such as accuracy, confusion matrix, and ROC curve analysis to evaluate the performance of the models.
Ultimately, our research makes it clear that machine learning can effectively identify fake job postings, and Random Forest has proven to be the most reliable model for this task.
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# Predicting a sample job post with all models
sample_job_post = """We are urgently hiring data entry operators.

No experience needed! Earn $500 per day by working only 2 hours daily.

Just copy-paste work. Hurry up, limited slots available! No qualifications required.
Flexible hours. Immediate joining!"""
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# Predicting a sample job post with all models
sample_job_post = """Remo Software, a software product company since 2011 based in Bangalore,

focuses hugely on online marketing for customer acquisition and right now is looking for an Online Growth Marketer

who has an inert passion for marketing and willing to take up the challenge of creating organic growth for the company.
Experience and Education Required

Any Bachelors degree

0-1 years of experience

Basic understanding of web publishing and WordPress

High comprehension of software like Microsoft Word, Excel and Google Docs

Role: Growth Marketing

Industry Type: Software Product

Department: Marketing & Communication

Employment Type: Full Time, Permanent

Role Category: Digital Marketing

Education

UG: Any Graduate

PG: Post Graduation Not Required

Doctorate: Doctorate Not Required"""
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