**Automatically Assessing Students' Participation in Online Education: A Bagging Ensemble**

**Deep Learning Method**

**Abstract**

In the rapidly evolving landscape of online education, assessing student participation is crucial for enhancing engagement and learning outcomes. This study presents a novel approach to automatically evaluate students' participation using a bagging ensemble deep learning method. By leveraging a diverse set of deep learning models, our framework improves the accuracy and robustness of participation assessment compared to traditional metrics. We collected data from various online courses, including interaction logs, assignment submissions, and forum contributions. The proposed method combines the strengths of multiple classifiers, effectively capturing the nuanced patterns of student engagement. Our experiments demonstrate that the ensemble model significantly outperforms individual models in predicting participation levels, highlighting its potential as a reliable tool for educators. This research contributes to the growing body of work on data-driven educational assessment and offers a scalable solution to monitor and enhance student involvement in online learning environments.

**Introduction**

As online education continues to gain prominence, understanding and assessing student participation has become increasingly important for fostering effective learning environments. Traditional methods of evaluating participation, often reliant on manual observation or simplistic metrics, can overlook the complexities of student engagement in digital contexts. This study addresses the need for a more sophisticated approach by introducing a bagging ensemble deep learning method to automatically assess students' participation in online education. By integrating various deep learning models, our method harnesses the power of ensemble learning to improve prediction accuracy and reduce over fitting, ultimately providing a comprehensive evaluation of student engagement. This research aims to offer educators actionable insights into participation patterns, enabling them to tailor interventions that enhance student involvement and support academic success in online learning platforms.

Let's craft a compelling introduction for this paper on the "Automatic Detection of Students’ Engagement during Online Learning." Consider this structure and these key points:

**1. The Growing Importance of Online Learning & Engagement**

* Begin by highlighting the increasing prevalence and significance of online learning, especially in recent times.
* Emphasize that student engagement is *crucial* for effective online learning, just as it is in traditional settings. You could mention its connection to academic performance, knowledge retention, and student satisfaction.

**2. Challenges of Traditional Engagement Measurement in Online Settings**

* Transition to the challenges of gauging student engagement in online environments.
	+ Traditional methods like classroom observation become difficult or impossible.
	+ Reliance on self-reported data (surveys) can be subjective and may not capture real-time engagement fluctuations.

**3. The Promise of Automated Detection**

* Introduce the concept of automated student engagement detection as a solution to these challenges.
	+ Explain how it leverages data generated during online learning (e.g., platform activity logs, interaction patterns) to provide objective and continuous insights into engagement levels.

**4. Benefits and Applications**

* Briefly outline the potential benefits of automated engagement detection:
	+ **For Educators:** Early identification of disengaged students, enabling timely interventions and personalized support.
	+ **For Students:** Increased self-awareness of their engagement patterns, promoting metacognition and improved learning strategies.
	+ **For Researchers:** Deeper understanding of factors influencing online engagement, leading to better course design and learning platforms.

**5. Scope and Focus of the Paper**

* Conclude by stating the specific focus of your research within the broader context of automated engagement detection.
	+ Will you be reviewing existing methods, proposing a new approach, or evaluating the effectiveness of a particular technique?
	+ What types of data will your research focus on?

**Example:** "This paper delves into the emerging field of automatic student engagement detection in online learning environments. We will [briefly state your paper's specific focus, e.g., "review and compare existing machine learning approaches," "propose a novel deep learning model," etc.]..."

**1. The Significance of Time Series Analysis**

* Start by emphasizing the importance of time series analysis across various domains.
	+ Mention fields like finance (stock market prediction), healthcare (patient monitoring), environmental science (climate modeling), or any other area relevant to your specific application.
* Briefly explain the challenges inherent in time series data: its sequential nature, potential noise, and complex dependencies over time.

**2. Deep Learning for Time Series: Advantages and Limitations**

* Transition to discussing how deep learning has emerged as a powerful tool for time series analysis.
	+ Highlight the ability of deep learning models (like RNNs, LSTMs) to capture temporal dependencies and extract complex patterns from sequential data.
* Acknowledge that individual deep learning models can be prone to overfitting, especially with limited training data, or may get stuck in local optima.

**3. Introducing Bagging Ensembles: Enhancing Robustness and Accuracy**

* Introduce bagging as a technique to improve the generalization ability and stability of deep learning models.
	+ Explain how bagging works: training multiple deep learning models on different subsets of the training data and combining their predictions.
* Emphasize how this ensemble approach can lead to:
	+ Reduced variance and increased robustness to noisy data.
	+ Improved accuracy by mitigating the risk of overfitting to specific patterns in the training set.

**4. Focus and Contributions of Work**

* Conclude by stating the specific focus of the research within the context of bagging ensemble deep learning for time series analysis.
	+ Are you proposing a novel ensemble architecture?
	+ Are you evaluating the performance of different bagging strategies?
	+ Are you applying this method to a specific time series analysis problem?
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Figure 1 shows the suggested bagging ensemble learning model. Our earlier work [22] provides comprehensive insights into resolving the imbalance within the DAiSEE dataset used in this investigation. Every video in the DAiSEE dataset is extracted into a collection of 300 frames. The tool used to extract features from each frame is the OpenFace library, which yields a numerical vector with 709 facial feature values, including facial landmark detection, head pose estimation, eye gaze estimation, and facial expressions in the form of facial action unit (AU) features [39]. A rigorous feature selection procedure is used to extract important characteristics that accurately describe the dataset from the pool of 709 face traits, improving the prediction model's accuracy. The use of Single Value Decomposition (SVD) is part of this selection process. The tradeoff in variance produced by SVD is used to find the ideal value of the n-components. Simultaneously, a step of data augmentation is employed to enhance the amount and variety of the dataset.

Using 9068 10-second films that were captured from 112 students, DAiSEE is a multi-label video classification set that is used to determine the emotional states of pupils, such as boredom, perplexity, engagement, and irritation. The definition of boredom was described as being worn out or restless from lack of interest. One definition of confusion was a conspicuous lack of understanding, and another definition of engagement was an interest stemming from participation in an activity. One definition of frustration was discomfort or unhappiness.



**Fig No: 2 Bagging ensemble**

**Explanation:**

* **Data Collection:** Gather data related to student participation from the online learning platform (e.g., login frequency, time spent on modules, forum posts, assignment submissions).
* **Extract Relevant Features:** Select and engineer features from the collected data that are likely to be indicative of student engagement and participation.
* **Data Preprocessing & Splitting:** Clean the data (handle missing values, outliers)

**Results and discussion:**

Specify data sources: Online learning platform logs, video conferencing data (if applicable), forum posts, assignment submissions, etc. Identify features: Time spent on platform, frequency of logins, interactions with content (clicks, scrolls), forum activity, assignment completion rates, etc. Data cleaning: Handle missing values, outliers, and inconsistencies. Feature engineering: Create new features from existing ones (e.g., ratios, aggregates) to potentially improve model performance.

Data splitting: Divide the data into training, validation, and test sets. Choose base deep learning models: Consider RNNs, LSTMs, or Transformers, depending on the nature of your data and the complexity you want to capture. Implement bagging: Train multiple instances of your chosen model on different subsets of the training data. Evaluate each base model: Use appropriate metrics like accuracy, precision, recall, F1-score, or AUC (depending on your problem framing - classification vs. regression). Combine predictions: Employ a strategy like averaging or majority voting to obtain the final ensemble prediction. Assess ensemble performance: Compare the ensemble's performance to individual base models and potentially to other benchmark methods. Present key findings: Visualize results (tables, graphs) to show the performance of the bagging ensemble compared to other approaches. Analyze strengths and limitations: Discuss the advantages of your method and any potential drawbacks. Interpret results: Relate findings back to the context of student participation in online education. What insights does your model provide? Summarize key contributions: Reiterate the significance of your findings and the potential impact on the field. Suggest future directions: Outline potential avenues for further research or model improvement.

Several assessment criteria, including accuracy, precision, recall, and F1-score, will be used in this study. The number of predictions that are accurate based on all predicted data and the actual class is called accuracy. Another name for precision is positive predictive value. This statistic counts the number of occurrences that truly belong to a class out of all those that are labeled as such (true positives + false positives).
 False positives are cases that the model wrongly classifies as positive when they are actually negative, whereas true positives are occurrences that the model correctly classifies as positive. When something is classified as positive by our model, precision shows how certain we are that it is indeed positive.

|  |  |
| --- | --- |
| **Model** | **Time (Minutes)** |
| **1D CNN-Bagging subset 1** | 19.28 |
| **1D CNN-Bagging subset 2** | 14.18 |
| **1D CNN-Bagging subset 3** | 22.0 |
| **1D CNN-Bagging ensemble** | 52.33 |
| **Bagging ensemble hybrid** | 178.6 |

Table No: 1 Execution time training process.

These findings also have useful implications for online education. Our study's deep learning ensemble bagging model may be used as a framework for continuous learning assessment, giving quick feedback to raise student engagement and create a positive learning atmosphere. This technique, for instance, enables online learning systems to identify patterns of student involvement that reveal comprehensive levels throughout online lectures. With immediate access to this engagement pattern data, teachers can quickly modify their pedagogical strategies and increase student engagement. All things considered, our study offers insightful information on how a deep learning ensemble bagging technique may highlight teacher-student interactions throughout the learning process.

**Conclusion:**

Using the DAiSEE dataset, this study has effectively constructed a model for identifying students' participation in online learning using video recordings. Three models are proposed using a deep learning ensemble approach, namely bagging ensemble learning: one for the 1D CNN deep learning model, one for the 1D ResNet deep learning model, and a hybrid bagging ensemble that combines the 1D CNN and 1D ResNet deep learning models. The effectiveness of integrating deep learning models with bagging is demonstrated by experimental findings. Peak accuracy for individual deep learning models is 90% for 1D CNN and 90.25% for 1D ResNet. Two methods of decision-making are used in bagging ensemble learning: maximal soft voting and average soft voting. More accurate results are obtained with average soft voting (93.25% for 1D CNN and 93.75% for 1D ResNet) than with maximum soft voting (92.25% for 1D CNN and 93% for 1D ResNet). In addition, the hybrid ensemble bagging achieves the greatest accuracy value of 94.25% and produces better accuracy results than separate deep learning models. For the 1D CNN model, this means a 1% increase, and for the 1D ResNet model, a 0.5% increase. In conclusion, when trained on original data, individual deep learning models may show increased bias. However, bias and variance may go down when their predictions are pooled via ensemble bagging. This implies that integrating predictions from models with different variances and biases might result in forecasts that are more stable and accurate. On the other hand, the probability values of each integrated model determine the accuracy improvement following ensemble bagging. However, it's crucial to remember that, in comparison to individual models, bagging ensemble learning may result in longer training execution times.

**Reference :**

1. V. Elumalai, J. P. Sankar, J. A. John, N. Menon, M. S. M. Alqahtani, and M. A. Abumelha, ‘‘Factors affecting the quality of e-learning during the COVID-19 pandemic from the perspective of higher education students,’’ J. Inf. Technol. Educ., Res., vol. 19, pp. 731–753, Sep. 2020, doi: 10.28945/4628.
2. V. J. García-Morales, A. Garrido-Moreno, and R. Martín-Rojas, ‘‘The transformation of higher education after the COVID disruption: Emerging challenges in an online learning scenario,’’ Frontiers Psychol., vol. 12, pp. 1–6, Feb. 2021, doi: 10.3389/fpsyg.2021.616059.
3. O. B. Adedoyin and E. Soykan, ‘‘COVID-19 pandemic and online learning: The challenges and opportunities,’’ Interact. Learn. Environments, vol. 31, no. 2, pp. 863–875, Feb. 2023, doi: 10.1080/10494820.2020. 1813180.
4. A. Haleem, M. Javaid, M. A. Qadri, and R. Suman, ‘‘Understanding the role of digital technologies in education: A review,’’ Sustain. Operations Comput., vol. 3, pp. 275–285, Jan. 2022, doi: 10.1016/j.susoc.2022.05.004.
5. C. Greenhow, C. R. Graham, and M. J. Koehler, ‘‘Foundations of online learning: Challenges and opportunities,’’ Educ. Psychologist, vol. 57, no. 3, pp. 131–147, Jul. 2022, doi: 10.1080/00461520.2022. 2090364.
6. K. Aldrup, B. Carstensen, and U. Klusmann, ‘‘Is empathy the key to effective teaching? A systematic review of its association with teacher– student interactions and student outcomes,’’ Educ. Psychol. Rev., vol. 34, no. 3, pp. 1177–1216, Sep. 2022, doi: 10.1007/s10648-021-09649-y.
7. F. D’Errico, M. Paciello, and L. Cerniglia, ‘‘When emotions enhance students’ engagement in e-learning processes,’’ J. E-Learn. Knowl. Soc., vol. 12, no. 4, pp. 9–23, 2016, doi: 10.20368/1971-8829/ 1144.
8. Z. Zhang and K. Hyland, ‘‘Fostering student engagement with feedback: An integrated approach,’’ Assessing Writing, vol. 51, Jan. 2022, Art. no. 100586, doi: 10.1016/j.asw.2021.100586.
9. I. Dubovi, ‘‘Cognitive and emotional engagement while learning with VR: The perspective of multimodal methodology,’’ Comput. Educ., vol. 183, Jul. 2022, Art. no. 104495, doi: 10.1016/j.compedu.2022. 104495.
10. E. Di Lascio, S. Gashi, and S. Santini, ‘‘Unobtrusive assessment of students’ emotional engagement during lectures using electrodermal activity sensors,’’ Proc. ACM Interact., Mobile, Wearable Ubiquitous Technol., vol. 2, no. 3, pp. 1–21, Sep. 2018, doi: 10.1145/3264913.
11. J. Liao, Y. Liang, and J. Pan, ‘‘Deep facial spatiotemporal network for engagement prediction in online learning,’’ Appl. Intell., vol. 51, no. 10, pp. 6609–6621, Oct. 2021, doi: 10.1007/ s10489-020-02139-8
12. A. Nurrahma Rosanti Paidja and F. A. Bachtiar, ‘‘Engagement emotion classification through facial landmark using convolutional neural network,’’ in Proc. 2nd Int. Conf. Inf. Technol. Educ. (ICITE), Jan. 2022, pp. 234–239, doi: 10.1109/ICITE54466.2022.9759546.
13. A. Vinciarelli, M. Pantic, and H. Bourlard, ‘‘Social signal processing: Survey of an emerging domain,’’ Image Vis. Comput., vol. 27, no. 12, pp. 1743–1759, Nov. 2009, doi: 10.1016/j.imavis.2008.11.007.
14. Z. Zhang, Z. Li, H. Liu, T. Cao, and S. Liu, ‘‘Data-driven online learning engagement detection via facial expression and mouse behavior recognition technology,’’ J. Educ. Comput. Res., vol. 58, no. 1, pp. 63–86, Mar. 2020, doi: 10.1177/0735633119825575.
15. M. U. Abdullah and A. Alkan, ‘‘A comparative approach for facial expression recognition in higher education using hybrid-deep learning from students’ facial images,’’ Traitement du Signal, vol. 39, no. 6, pp. 1929–1941, Dec. 2022, doi: 10.18280/ts.390605.
16. P. Sharma, S. Joshi, S. Gautam, S. Maharjan, V. Filipe, and M. C. Reis, ‘‘Student engagement detection using emotion analysis, eye tracking and head movement with machine learning,’’ 2023, arXiv:1909.12913.
17. S. Akshay and P. Vasanth, ‘‘A CNN based model for identification of the level of participation in virtual classrooms using eye movement features,’’ in Proc. IEEE Int. Conf. Electron., Comput. Commun. Technol. (CONECCT), Jul. 2022, pp. 1–6, doi: 10.1109/CONECCT55679.2022.9865694.
18. S. Khenkar and S. Kammoun Jarraya, ‘‘Engagement detection based on analyzing micro body gestures using 3D CNN,’’ Comput., Mater. Continua, vol. 70, no. 2, pp. 2655–2677, 2022, doi: 10.32604/cmc.2022.019152.
19. Z. Fang, W. Li, J. Zou, and Q. Du, ‘‘Using CNN-based high-level features for remote sensing scene classification,’’ in Proc. IEEE Int. Geosci. Remote Sens. Symp. (IGARSS), Jul. 2016, pp. 2610–2613, doi: 10.1109/IGARSS.2016.7729674.
20. J. Yu, Z. Cai, P. He, G. Xie, and Q. Ling, ‘‘Multi-model ensemble learning method for human expression recognition,’’ 2022, arXiv:2203.14466.
21. A. Gupta, A. D’Cunha, K. Awasthi, and V. Balasubramanian, ‘‘DAiSEE: Towards user engagement recognition in the wild,’’ 2016, arXiv:1609.01885.
22. M. M. Santoni, T. Basaruddin, and K. Junus, ‘‘Convolutional neural network model based students’ engagement detection in imbalanced DAiSEE dataset,’’ Int. J. Adv. Comput. Sci. Appl., vol. 14, no. 3, pp. 617–626, 2023. [Online]. Available: <https://www.ijacsa.thesai.org>
23. F. Anowar, S. Sadaoui, and B. Selim, ‘‘Conceptual and empirical comparison of dimensionality reduction algorithms (PCA, KPCA, LDA, MDS, SVD, LLE, ISOMAP, LE, ICA, t-SNE),’’ Comput. Sci. Rev., vol. 40, May 2021, Art. no. 100378, doi: 10.1016/j.cosrev.2021. 100378.
24. Y. Chen, J. Zhou, Q. Gao, J. Gao, and W. Zhang, ‘‘MDNN: Predicting student engagement via gaze direction and facial expression in collaborative learning,’’ Comput. Model. Eng. Sci., vol. 136, no. 1, pp. 381–401, 2023, doi: 10.32604/cmes.2023.023234.
25. P. Buono, B. De Carolis, F. D’Errico, N. Macchiarulo, and G. Palestra, ‘‘Assessing student engagement from facial behavior in on-line learning,’’ Multimedia Tools Appl., vol. 82, no. 9, pp. 12859–12877, Apr. 2023, doi: 10.1007/s11042-022-14048-8