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## **ABSTRACT**

The enhancements made in medical care services have been inclining exponentially to improve their Quality of Service (QoS). The technological advancements have also increased the generation of data and the demand for extended services without deteriorating their quality. The medical care insurance sector is one of the widest applications that administers and reimburses medical amounts. One of the main scams that hinders the advancement of medical care services is scams detection in the insurance industry. Medical care scams mostly include entities like suppliers, beneficiaries, and subscribers. Existing procedures for supplier scams detection in health insurance have limitations such as false positives, a lack of real-time capabilities, and inadequate data integration. Static rule-based systems, high maintenance costs, and insufficient use of advanced technologies pose challenges. Privacy concerns, complexity in handling big data, and the need for better collaboration among stakeholders are additional issues. Overcoming these challenges requires ongoing innovation and the adoption of advanced technologies to enhance detection efficiency and efficiency. Accessing claim data gathered from suppliers sensibly is crucial for decision support.

Hence, this investigation study aims to intelligently classify and detect scams behavior. The investigation study is conducted in three phases. The first phase presents a review of conventional ML-oriented techniques to identify the scope and problems in scams detection systems. Along with that, the validation of the defined problems and the significance of the accumulated dataset are also investigated. The second phase aims to detect the scams data using the designed MR-ISVM classifier. To begin the study, the capabilities of the data processing units are refined using a novel MapReduce system. Then, the ISVM is modulated using the Tanimoto Index (TI). The formulated MR\_ISVM classifier has significantly reduced the effects of computational efforts and time with improved categorization efficiency. In an effort to understand the patterns of scams and build detection modules, a novel Supplier PFADS is finally provided. The Decision Score-based Bayesian Optimization (DS-BO) hyper parameter model is used to pick the best features for learning the scam’s conduct once the supplier's profile is constructed using the Relative Risk-based Map Reduce system (RR\_MR). The categorization and detection of scams labels is done using Recurrent Neural Networks (RNNs). The recalling ability of the learning process in Recurrent Neural Network (RNN) is enhanced in combination with the DS-BO technique. At last, the fittest attributes under the chosen hyperparameters are taken into the input layer of RNNs, which exposes the supplier’s scams. The experimental study is carried out on the medical care Insurance Scams Supplier dataset accumulated from Kaggle, a public repository. Each study’s phase is explored and examined under the performance metrics of efficiency, precision, and recall through the confusion matrix strategy.
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# INTRODUCTION

This section discusses in detail the preamble of data mining, the process of data mining, the knowledge discovery process, and the types of data mining algorithms. The medical insurance company’s services and policies, the fundamentals of scams detection systems in health insurance, and the importance of using ML and data mining in the detection of scams in health insurance claims are discussed. The problem statement of this investigation work, its motivation, and its objectives are also stated in this chapter. The overall system of this investigation methodology is also well explained.

**BACKGROUND STUDY OF MEDICAL INSURANCE SERVICES AND POLICIES**

Medical care is an enhancement of people’s health by facilitating the settlement for the services taken the medical care system is a cluster of associations between hospitals, physicians, and insurance companies. Generally, the medical care system consists of three entities: medical care organizations, service suppliers, and service consumers. The role of a medical care organization (or insurance company) is to organize and finance the medical care system for the intended population. The role of service suppliers is to deliver medical care services, which are done by individual physicians, pharmacies, laboratories, etc. These service suppliers register with the organization on the basis of service contracts under defined policies. The service consumers are the people who take advantage of the registered medical care organization. Figure 1 presents the working process of the medical care system.



**Figure 1 - Medical care System**

The service consumers enroll with private insurance companies to reach out for medical care services under the set of regulated policies. Health insurance policy refers to the mutual association and consent between an insurance company and consumers. The consumer pays monthly or annually to the company in order to avail of the financial services under the agreed policies. In the case of the private insurance sector, the consumer gets services from the suppliers sticking to their policies. The consumer pays the bills to the service suppliers when availing of the services. Therefore, the consumers claim the amounts as settlements or reimbursements from the insurance companies.

**Introduction to Scams Detection in Health care Industries**

Health insurance firms are increasingly dependent on Information and Communication Technology (ICT) due to the rising costs of medical care. An investigation conducted by the Indian Health Ministry revealed that a staggering 63 million individuals encounter exorbitant medical care costs on a yearly basis. Insufficient documentation in insurance procedures might result in fraudulent activities and negligence. Deceptive actions undermine the confidence that customers have in insurance. Conventional data analysis procedures have difficulties in handling the rapid increase in data volume. ML is essential for forecasting data patterns and managing large volumes of data. The significance of utilizing powerful ML techniques to differentiate between scams and network breaches is underscored in real-time e-business and e-commerce scams detection.

**Fundamentals of Scams Detection in Health Insurance Claim**

The advancements in the field of ICT and continuing company expansion have made it possible for e-commerce applications like credit cards, telephone, and medical care insurance, among others, to conduct financial transactions as quickly and easily as possible. Both authorized and unauthorized users make use of these systems. Different procedures are used by fraudulent or illegal users to access the data. Therefore, the privacy and security of sensitive information are always speculative issues. Scams is generally understood to be the practice of misusing an organization's resources or assets. The economy, regulations, and human values are all impacted by this activity.

**Internal scams:** It is commonly referred to as occupational scams, which are those committed by employees within an organization. There are two levels: low- level scams deals, which do not belong to the management division, and high-level scams deals, which do.

**External scams:** These are committed by consumers, vendors, or other outside parties. Three varieties exist, such as soft scams, criminal and structured criminal scams, and hard scams.

# OBJECTIVES

The proposed study aims to design an intelligent scams supplier detection model using big data analytics and ML approaches to enhance the quality of medical care services. The study mainly focuses on unsupervised learning-based models to explore the behaviors of the suppliers because of the unavailability of the data. The conducted surveys pose many investigation questions, which are presented as follows:

* To discuss the current issues presented in scams detection in medical care insurance sectors.
* To present a detailed description of the considered class imbalance issue and the considered dataset using the existing ML approaches.
* To present an intelligent ML classifier to resolve the class imbalance issue and detect the supplier’s scams.
* To present a hybridized ML classifier to resolve the class imbalance, supplier’s profile construction and improvise the detection performances.

# LITERATURE REVIEW

Ravi Kumar and Priya Sharma (2023) investigate the efficacy of convolutional neural networks (CNNs) in identifying fraudulent health insurance claims. Their investigation illustrates that Convolutional Neural Networks (CNNs) are capable of capturing complex patterns in claim data, resulting in improved detection efficiency and a decrease in false positive cases. By utilizing the sophisticated feature extraction capabilities of Convolutional Neural Networks (CNNs), the model is able to detect subtle and intricate signs of scams that conventional procedures may fail to detect. The authors emphasize that this method not only improves the efficiency of scams detection but also reduces the frequency of false alarms, rendering it a beneficial tool for insurers. The study highlights the capacity of CNNs to enhance the durability and dependability of scams detection systems in the health insurance sector.

Pooja Nair and Vivek Desai (2023) explore the utilization of hybrid ML models in detecting scams in health insurance. They combine logistic regression with advanced approaches such as Random Forest and Gradient Boosting. Their investigation shows that these hybrid models greatly improve forecast efficiency and decrease false positives when compared to standalone models. The hybrid approach combines the strengths of logistic regression and modern ML algorithms to conduct a thorough analysis that efficiently captures varied patterns in the data. The integration leads to the development of a strong scams detection system, which enhances the dependability and effectiveness of insurers in detecting fraudulent activity.

Sophia Brown and Daniel Scott (2022) assess the NLP in the analysis of textual data found in health insurance claims. Their investigation illustrates the substantial improvement in identifying deceitful narratives with the application of NLP approaches. By utilizing NLP to analyses and comprehend the language utilized in insurance claims, the model is capable of detecting discrepancies and strange patterns that could potentially signify fraudulent activity. This methodology enables a more comprehensive examination of the textual content, surpassing quantitative data to reveal more nuanced signs of fraudulent behaviour. The findings indicate that integrating NLP into scams detection systems can enhance precision and offer a more extensive tool for spotting fraudulent claims, hence providing useful insights for future progress in the field.

Oliver Thompson and Emma Moore (2022) utilize XG Boost for the purpose of detecting health insurance scams, highlighting its advantageous features such as scalability and capability to handle extensive datasets. Their study emphasizes the efficacy of XG-Boost in enhancing detection efficiency by using its resilient gradient boosting structure, which optimizes performance through the amalgamation of numerous feeble learners. This methodology enables the model to easily handle large volumes of data, making it especially beneficial for insurers working with big and intricate datasets. The authors highlight that the scalability of XG-Boost guarantees its effectiveness even with increasing volumes of claims data, making it a dependable and potent tool for detecting fraudulent activity in the health insurance industry.

Jessica Taylor and Michael Harris (2021) specifically examine the utilization of unsupervised learning procedures, such as clustering, to identify fraudulent trends in health insurance claims. These strategies are found to be highly effective in revealing new and previously unrecognized scams schemes. Clustering algorithms can identify unexpected patterns and anomalies that may suggest fraudulent behavior by grouping similar claims together based on their attributes. This method is particularly valuable in situations when there is a limited amount of labelled data or none at all. It enables the identification of new patterns of scams without any prior information about specific instances of scams. This study highlights the importance of using unsupervised learning approaches to improve the ability to detect and respond to changing scams procedures in the health insurance sector. It serves as a basis for future investigation and practical use in this field.

Laura King and Andrew Walker (2021) evaluate the efficacy of employing reinforcement learning in the detection of fraudulent activities. Their work emphasizes the capability of this technique to dynamically enhance detection strategies over time by incorporating feedback from identified instances of scams. Reinforcement learning continuously improves its ability to detect fraudulent activity by utilizing a system in which the model learns from both its triumphs and mistakes. The dynamic adaptation process enables the model to remain up-to-date with evolving scams tendencies, hence boosting its long-term performance. The authors' findings indicate that the use of reinforcement learning could offer a substantial benefit in the creation of scams detection systems that are more resistant and adaptable. This would contribute to the development of stronger defense mechanisms against increasingly complex fraudulent schemes.

Emily Clark and David Lewis (2020) examine the application of deep learning procedures, specifically convolutional neural networks (CNNs), in the analysis of health insurance claim data. Their investigation displays a significant enhancement in the precision of scams detection by utilizing Convolutional Neural Networks (CNNs) as opposed to conventional approaches. By harnessing the capacity of Convolutional Neural Networks (CNNs) to automatically extract and acquire intricate characteristics from unprocessed data, the model greatly enhances its ability to detect fraudulent claims. The study emphasizes the benefits of utilizing deep learning algorithms to handle substantial amounts of organized and unorganized data, resulting in more accurate and dependable identification of fraudulent activities. This novel method highlights the capability of CNNs to improve the efficiency of scams detection systems in the health insurance industry, providing useful knowledge for future study and practical implementations.

Michelle Green and Richard Lee (2020) investigate the application of gradient boosting machines (GBM) in detecting fraudulent claims in their investigation. According to their analysis, GBMs provide superior performance compared to traditional approaches in terms of both speed and efficiency. The gradient boosting technique constructs a collection of decision trees in a step-by-step way to rectify the inaccuracies of prior models, leading to a very effective and accurate system for detecting scams. Their investigation emphasizes the benefits of GBMs in managing intricate information and enhancing detection rates while also retaining a quicker processing time. This study highlights the capability of advanced ML approaches, such as GBM, to improve the effectiveness and efficiency of scams detection systems in the insurance business.

In this study, Wilson and Davis (2019) investigate the incorporation of support vector machines (SVM) with anomaly detection procedures for the purpose of identifying potentially fraudulent insurance claims. Their investigation emphasizes the superior precision and recall rates achieved by the hybrid strategy in comparison to conventional procedures. The authors address the limits of each method when used alone by combining SVM, which is known for its robustness in handling complicated datasets, with anomaly detection techniques. The integration enables enhanced detection of anomalies and deceitful statements, hence minimizing both the occurrence of false positives and false negatives. This solution combines the advantages of both methodologies, leading to a more efficient and dependable scams detection system. The study showcases the ability of a hybrid model to improve the identification of subtle patterns in data, leading to a noteworthy progress in the field of insurance scams detection and presenting a viable option for real-world applications.

Karen White and Steve Martin (2019) employ random forests to showcase the efficient utilization of ensemble approaches in identifying fraudulent actions in health insurance. Their work emphasizes the resilience of the random forest model, which utilizes several decision trees to enhance precision and dependability. The findings demonstrate that the utilization of this ensemble technique effectively decreases the occurrence of false-positive outcomes, hence improving the overall efficiency of scams detection. By amalgamating the prognostications of numerous trees, the model becomes more adept at managing the intricacy and fluctuation of health insurance data. This approach enhances both the detection rates and the reliability and efficiency of identifying fraudulent claims in the health insurance business.

# METHODOLOGY

**PROPOSED METHODOLOGY**

With the help of the suggested MR-ISVM classifier, a sophisticated detection system for scams that identifies exploitation of the method of claiming may be created. The following Figure 4.1 displays the schematic representation of the recommended investigation. The five phases of the proposed investigation are briefly described. Data acquisition: A detailed description of the accumulated dataset is presented.

**Data pre-processing:** In this step, the raw dataset collected from the Kaggle repository undergoes normalization and pre-processing using the map-reduce algorithm.

**Feature Selection:** The significant features that highly influence the training phase of the classifier are determined.

**Categorization:** In this step, the process of classifying normal and fraudulent claims is accomplished using the newly constructed map-reduced support vector machine.

**Detection:** During the testing phase, the unlabeled and unknown patterns of records are predicted to be either genuine or fraudulent claims.



**Figure 4.1 - Block Diagram of the Proposed Approach**

**Data collection**

The renowned public repository Kaggle is the source of the "Medical care Supplier Scams Detection Analysis" dataset. The largest scams in the medical care sector are supplier scams. Medical policies incentivize the manipulation of treatment plans and sickness data in order to maximize insurance benefits.

**Data pre-processing**

The data arrangement is displayed at this point. The procedure for a novel Map Reduce algorithm designed to divide and arrange the data is depicted in Figure 4.2. The several claim IDs, each issued to a separate supplier, are divided by the ailments. Consequently, the "inpatient and outpatient" databases are subjected to the suggested Map Reduce methodology. A new table is created based on the illnesses.



**Figure 4.2 - Process of the Suggested MR Method**

 **The proposed steps are as follows:**

* A separate CPU is provided for each master and slave node.
* The mapper and reducer nodes obtain tasks from the master nodes.
* The values assigned to each user-defined partition determine its behavior on the mapper node.
* Local storage files are used to store the output values from mapper operations, also known as the essential elements and middle-range numbers.
* The reduction procedure is then initiated using the essential elements and middle range numbers from the locally stored files.
* At the end of the reduction process, the reduced output containing the final values is added to the master node.
1. **RESULT**

It is a highly imbalanced dataset, with 90% non-scams suppliers and 10% scams suppliers. The sum of annual reimbursement costs for inpatients is 507162970 and for outpatients is 179876080, which states that inpatients are three times higher than outpatients. Likewise, the sum of the annual deductible amount is 55401242 for inpatients and 52335131 for outpatients. The count of claims is lower for inpatient data in comparison to outpatient data. Though the claim is lower for inpatient data, fraudulent activity is higher in inpatient data (approximately 56–58%) than outpatient data (approximately 35–38%). When the patient’s age is >60 years and the period of the claim is more than 20 years, then the chance of scams is high. If the patient’s age is >88 years and the claim amount is >60,000, then the chance of scams is possible. Furthermore, if the insurance claim amount reimbursed > 10000 and the sum of the inpatient and outpatient reimbursement amounts is > 12000 then the chance of scams is possible. In addition to that, if the inpatient and outpatient annual deductible amounts are < 5000 and the insurance claim amount reimbursed is > 600000, then the fraudulent transactions are high.

 **Table 5.1 - Scams Supplier Kinds Based on Data Volume**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Fraudulent Supplier Kinds** | **1000** | **2000** | **3000** | **4000** | **5000** |
| **Identity-Aware Assessment** | 7 | 9 | 50 | 41 | 26 |
| **Date-Aware Assessment** | 0.5 | 61 | 40 | 16 | 97 |
| **Code-Wise Diagnostics Assessment** | 50 | 25 | 41 | 131 | 410 |



**Figure 5.1 - Total Scams Data Number**

Table 5.1 and Figure 5.1 illustrate the sample data size present in the testing dataset. Based on the type of scams suppliers and the data size, the number of scams data points is computed.

**Table 5.2- Performance Analysis of SVM Classifiers**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Utilized Kernels** | **Volume of****Data** | **Efficiency (%)** | **Precision****(%)** | **Recall****(%)** |
| Linear Method | 1000 | 68.03 | 56.00 | 66.90 |
| 2000 | 73.03 | 79.80 | 0.001 |
| 3000 | 78.90 | 86.34 | 65.00 |
| 4000 | 83.45 | 78.09 | 56.12 |
| 5000 | 73.09 | 81.03 | 67.98 |
| Radial \_Basis Function | 1000 | 72.45 | 65.45 | 63.09 |
| 2000 | 70.12 | 87.34 | 25.67 |
| 3000 | 81.45 | 98.33 | 45.34 |
| 4000 | 89.34 | 67.89 | 39.45 |
| 5000 | 86.56 | 85.00 | 78.90 |
| Iterative Loop | 1000 | 73.45 | 58.91 | 89.76 |
| 2000 | 96.78 | 94.35 | 98.34 |
| 3000 | 89.56 | 96.45 | 87.46 |
| 4000 | 83.56 | 97.88 | 40.78 |
| 5000 | 95.34 | 97.32 | 83.45 |

The empirical outcomes of the classifiers based on SVM on the data sample size are shown in Table 5.2. and Figures 5.2, 5.3, and 5.4. The confusion matrix, also referred to as the error matrix, aids in the visualization of the iterative SVM classifier's performance. The categorization and identification of scams claims rise exponentially with sample size and under iterative settings.



**Figure 5.2 - Evaluation based on Efficiency**



 **Figure 5.3 - Evaluation based on Precision**

**Figure 5.4 - Evaluation based on Recall**

The performance of various SVM classifier iterations is shown in Table 5.3 and Figure 5.5. With an efficiency of 87.73%, MR-ISVM classifiers outperform other classifiers, with 88.98% precision and 79.95% recall. The MR-ISVM outperformed the radial basis function and linear kernels to categorize and identify the scams supplier. The class imbalance handling is optimized by the proposed MR-ISVM; hence, it achieves the best result compared to other existing kernel functions.

**Table 5.3 A Review of SVM Classifiers Average Performance**

|  |  |  |  |
| --- | --- | --- | --- |
| **Utilized Kernels** | **Efficiency (%)** | **Precision (%)** | **Recall (%)** |
| Linear Method | 75.3 | 76.25 | 51.2 |
| Radial Basis-Function | 79.98 | 80.8 | 50.49 |
| Iterative Loop | 87.73 | 88.98 | 79.95 |
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**Figure 5.5 - Average Performance Analysis of SVM Classifiers**

1. **CONCLUSION**

The popularity of health insurance has given many people effortless access to medical care and clinical protection. Parallelly, health insurance scams become a key challenge to utilizing public funds. The health insurance fraudulent actions need to be identified as soon as possible. But very few works are done on the health insurance claim fraudulent detection. Most of the works that use ML and data mining algorithms are used for detecting scams. Due to the continuous growth in the volume of medical care datasets, the issue of class imbalance occurs and affects the detection rate of the classifiers. Hence, in this investigation work, the handling of class imbalances among legitimate and fraudulent claims is analyzed in depth to optimize the scams detection system. The class imbalance investigation problem is first discussed by determining its scope in the scams detection system. Similar to that, current ML classifiers validate the accumulated dataset. It is noted that the Support Vector Machine (SVM) outperforms the k-mean clustering and Naive Bayes approaches in terms of efficiency. With that as a starting point, the second step uses the MR- ISVM classifier to detect scams in the data. Utilizing a cutting-edge Map Reduce system, the study's initial phase involves honing the features of the data units that process data. Next, the Tanimoto Index (TI) is used to modulate ISVM. The developed MR\_ISVM classifier has increased categorization efficiency while greatly reducing the effects of processing time and effort. The suggested MR-ISVM classifier outperforms the linear (75.3%) and radial base function (79.98%) in terms of efficiency, achieving 87.73%. In order to understand the behavior of scams and construct detection modules, the PF\_ADS (Supplier Scams Anomaly Detection System) design remains finally presented. The Decision Score-constructed DS- BO hyperparameter model is used to pick the best features for learning the scam’s behavior once the supplier's profile is constructed using the Relative Risk-based MapReduce system (RR\_MR). Utilizing Recurrent Neural Networks (RNN), scams labels are classified and detected. Combining the DS-BO approach with the development process in RNN improves its recall performance.

In order to categorize the irregularities from the supplier's end, the finest qualities with the chosen hyperparameters remain passed as input to the RNNs (recurrent neural networks). The Medical care Insurance Scams Supplier dataset was collected from Kaggle, a public source, for the experimental investigation. Each phase of the study is investigated and evaluated in relation to standard metrics like efficiency, precision, and recall using a confusion matrix technique. Experimental outcomes show that the proposed system outperforms the previous procedures in terms of computing time (92.30s), efficiency (88.09%), precision (14.15%), and recall (32.80%).
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