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**ABSTRACT**

Skin cancer is one of the most prevalent types of cancer worldwide. Early and accurate detection is crucial for effective treatment and improved patient outcomes. Classification techniques have shown great potential in assisting dermatologists in the screening of images. This paper presents a two-class classification approach for skin cancer image detection using Cubic Support Vector Machine (SVM). SVMs are powerful supervised learning models that have been widely employed in various classification tasks, including medical image analysis. The proposed approach utilizes a set of carefully engineered features extracted from skin cancer images from MedNode dataset to capture relevant diagnostic information for distinguishing between Melanoma and naevus skin cancers. The texture features like Difference theoretic texture features (DTTF), First Order Statistics (FOS), Fractal Texture (FT), Grey Level Difference Statistics (GLDS), Statistical Feature Matrix (SFM), Local Binary Patterns (LBP), Segmentation Based Fractal Texture Analysis (SFTA) and Tamura features are calculated to creature a feature set for classification using cubic SVM. The evaluation of the proposed methodology is performed using accuracy, sensitivity, specificity, F1 Score and precision. The results obtained for performance parameters outperformed the state of the art methods.
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1. **INTRODUCTION**

Skin cancer is a major public health concern, with melanoma being the most dangerous and deadly form. According to the American Cancer Society, approximately 1 in 5 Americans will develop skin cancer by the age of 70 [1]. Early detection and accurate diagnosis are crucial for effective treatment and improved patient outcomes. However, the visual inspection and diagnosis of skin lesions can be challenging, even for experienced dermatologists, due to the subtle variations in the appearance of different cancers.

Proper screening of the skin cancer images have emerged as a great tool for assisting dermatologists in the analysis and classification of skin cancer images. These systems leverage advanced image processing and machine learning techniques to extract relevant diagnostic features from images and classify lesions as melanoma and naevus [2]. Among various machine learning models, support vector machines (SVMs) have gained significant attention in the field of medical image analysis due to their ability to handle high-dimensional data, their robustness to overfitting, and their flexibility in incorporating different kernel functions [3]. SVMs have been successfully applied to various medical imaging tasks, including lesion classification, tumor segmentation, and disease prediction [4],[5],[6]. In the context of skin cancer classification, several studies have explored the use of SVMs for classifying skin cancer images as melanoma and naevus [7], [8]. However, these studies often rely on a limited set of hand-crafted features or focus on specific lesion types or imaging modalities. Moreover, the selection of appropriate features and the choice of kernel functions can significantly impact the classification performance of SVMs.

This paper presents a comprehensive two-class classification approach for skin cancer classification using SVMs. The proposed methodology involves a systematic evaluation of various feature extraction techniques, to capture relevant diagnostic information from images. Furthermore, we employ mrmr technique for identifying discriminative subset of features for classification.

1. **LITERATURE REVIEW**

Enhancement is a crucial preprocessing step in analysis of skin cancer from images. The classification of skin cancer as melanoma and naevus is a critical task in the early detection and classification of skin cancer, particularly melanoma, which is the deadliest form of skin cancer.. Among various machine learning models, support vector machines (SVMs) have gained significant attention in the field of medical image analysis due to their ability to handle high-dimensional data, robustness to overfitting, and flexibility in incorporating different kernel functions. Early work on SVM-based skin lesion classification dates back to the early 2000s. Rubegni et al. [9] developed an SVM-based system for the classification of melanocytic lesions using features extracted from dermoscopic images. They evaluated different kernel functions, including linear, polynomial, and radial basis function (RBF) kernels, and reported promising results with an accuracy of up to 86%. Ganster et al. [10] proposed an SVM-based approach for the classification of melanoma and nevus, utilizing a combination of color, texture, and shape features. Their study highlighted the importance of feature selection and demonstrated the effectiveness of the SVM classifier in this binary classification task.

As research in this field progressed, researchers explored more advanced feature extraction techniques to improve classification performance. Barata et al. [11] developed an SVM-based system that incorporated features derived from color constancy algorithms and texture descriptors, achieving an accuracy of 92% in distinguishing melanoma from nevus lesions. Viknesh et al. [2] proposed classification approach, where an SVM was used to classify lesions as melanocytic or non-melanocytic, followed by automatic classification. Their work demonstrated the potential of using a hierarchical classification strategy to improve overall performance.

In recent years, the integration of handcrafted features with deep learning-based feature representation has gained traction in the field of skin lesion classification. Bi et al. [12] proposed a hybrid approach that combined traditional texture and shape features with deep convolutional features extracted from a pre-trained network. These features were then fed into an SVM classifier, achieving state-of-the-art performance on several public datasets. Similarly, Mahbod et al. [13] developed a framework that fused handcrafted color and texture features with deep features from a convolutional neural network (CNN), utilizing an SVM for the final classification task.

While the majority of studies have focused on the binary classification of benign and malignant lesions. Despite the numerous studies on SVM-based skin lesion classification, several challenges and research gaps remain. One key challenge is the selection of the most discriminative feature subset, as the inclusion of irrelevant or redundant features can degrade classification performance. Various feature selection techniques have been explored.

Furthermore, the interpretability of SVM-based classifiers is an important consideration in the context of medical applications. While deep learning models have shown superior performance in many image classification tasks, they often lack interpretability, which can hinder their adoption in clinical settings. SVMs, on the other hand, offer the potential for interpretability through the analysis of support vectors and feature weights. However, further research is needed to develop effective techniques for interpreting SVM-based skin cancer classifiers and enhancing their transparency for clinical decision support. In summary, the literature review highlights the extensive research efforts in developing SVM-based classifiers for skin cancer detection, particularly for the two-class classification of melanoma and naevus images

1. **PROPOSED METHODOLOGY**

In the proposed methodology, Melanoma skin cancer images from MedNode dataset is taken, and experimentation work related to classification of images based on features is carried out using Matlab 2021a software. The MedNode dataset is one of the large publicly available dataset of skin cancer images collected by the MedNode research group. The figure1 demonstrates the steps for the classification of skin cancer images. The various steps involved are explained as below.

3.1 RGB channel splitting

In the first step a color skin cancer image is considered and resized into 512 x 512 pixels. RGB image is split into individual channels red, green. The outcomes from operations on each component is better as compared to combined RGB.

3.2 Median filtering

The median filter of 3×3 size is applied to eliminate noise within each component. Unwanted noise in each component will be removed to obtain an enhanced image. The presence of noise may produce unwanted artifacts that must be removed in initial steps in order to obtain best features .

3.3 RGB color model LAB color model conversion

The new RGB of the skin cancer image is obtained using new red, green, and blue components acquired after applying median filtering. RGB color model is then converted into LAB color model for further processing. The LAB color model is quite efficient to simulate with human perception and vision.

3.1.4 CLAHE on ‘L’ component of LAB color model

In LAB, "L" component represents the lightness component. It may be used to represent grayscale images while maintaining the brightness information. The CLAHE is applied on L component that successfully increases the local contrast without causing any undesirable color distortions or artifacts. It ensures that the skin cancer image have maintained the original color features.

3.1.5 LAB color model RGB color model conversion

For creating the LAB color model of the skin cancer image, the updated "L" and "AB" components are merged again. The LAB color model is then converted back to original RGB channel. This updated RGB color model denotes the updated skin cancer image which will provide more enhanced features than of the original image.
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Figure1. Proposed methodology for classification of skin cancer images.

3.1.6 Intensity Adjustment

The updated RGB image is used further while adjusting its intensity. During the adjustment the intensity of the RGB color model, the scaling of the values of each three color components is performed by using a fixed amount of factor so as to adjust the overall brightness of the skin cancer image.

3.1.7 Log Ratio Difference on Green channel

The green channel is taken from updated RGB image and is applied with the log ratio difference technique. Subtle changes in the green channel can be seen after its application that can be hard to see in the original RGB image. It is helpful in identifying and examining small-scale features, patterns or traits associated with the properties of the image.

3.1.8 Enhanced skin cancer image

The enhanced RGB image is obtained in the end while combining green channel image updated earlier with rest of the components. The final skin cancer image provides desirable features for evaluating the presence of skin cancer.

3.1.9 Y component (YIQ model)

The YIQ color model have into three components: luminous (Y) and two color components (I and Q). The brightness and color information helps in mitigating the impact of changing illumination conditions. This helps in observing robust features for extraction and classification. Using the Y component of YIQ model color model, image analysis algorithms can better represents the relevant diagnostic information about the type of skin cancer present.

3.1.10 Features Extracted

The selection and extraction of discriminative features, such as texture features using classification techniques provides the information regarding the intricate patterns. By combining various features the classification models leads to improved accuracy and robustness. The process of extracting relevant features from skin cancer images create a reliable and accurate classification systems for skin cancer images. The different type of features used are mentioned as below:

3.1.10.1 Difference theoretic texture features (DTTF)

Difference theoretic texture features are based on the difference between pairs of pixel values in an image, than the actual pixel values themselves. The spatial relationships between pixels in a texture region is captured by analyzing the differences in their grey levels. These features are used in classification performance for getting improved accuracy for skin cancer image classification and [14].

3.1.10.2 First Order Statistics (FOS) texture features

First Order Statistics (FOS) texture features are fundamental metrics calculated for skin cancer image. FOS features focus on individual pixel value property. FOS features include mean, variance, skewness, kurtosis, and entropy. The mean gives the average intensity, variance denotes the dispersion of intensity values, skewness describes the asymmetry, kurtosis indicates the peakedness, and entropy measures the randomness. These features are essential for quantify skin cancer characteristics [15].

3.1.10.3 Fractal Texture (FT) features

Fractal Texture (FT) features are a set of features that provides the complexity and self-similarity of textures of an image. The fractal dimension provides a numerical value that indicates how completely a fractal appears. Higher fractal dimensions denotes more complex and detailed textures. FT features consists of fractal dimension, lacunarity, and the Hurst exponent. The fractal dimension gives a measure of the roughness of the texture, while lacunarity describes inhomogeneity [16]. The Hurst exponent describes the long-range dependencies and self-similarity in the texture.

3.1.10.4 Grey Level Difference Statistics (GLDS)

Grey Level Difference Statistics (GLDS) denotes texture features from the grey-level differences between neighboring pixels of an image. These features provides a measure of the spatial variation and homogeneity. The GLDS features are calculated using the absolute differences between pairs of pixel values separated by a fixed displacement vector. These differences are then quantized into a fixed number of bins, and statistics are computed based on the resulting histogram. GLDS is particularly effective in highlighting fine texture details and capturing subtle differences in image patterns, making it useful in fields such as skin cancer image classification and detection [17].

3.1.10.5 Statistical Feature Matrix (SFM)

The Statistical Feature Matrix (SFM) is a matrix that represents various statistical measures computed over local neighborhoods or specific regions of the image. These measures typically include mean, variance, skewness, kurtosis, and other higher-order statistics that describe the distribution and relationships of pixel intensities. By encapsulating these statistics in a matrix form, SFM provides a comprehensive representation of the texture, enabling the analysis of patterns and structures at multiple scales and orientations. This approach is particularly useful in fields such as skin cancer image classification. The richness of the statistical information captured by SFM makes it a versatile and robust method for texture characterization [18]. There are four features calculated for proposed methodology under SFM features that are coarseness, contrast, periodicity, and roughness.

3.1.10.7 Local Binary Patterns (LBP)

Local Binary Patterns (LBP) are generated by comparing each pixel of an image along with its neighboring pixels, providing result as a binary. This binary pattern is converted to a decimal value. LBP features provide robust texture information invariant to illumination and rotation change. This makes it essential for classification. The LBP codes creates a comprehensive representation of the texture, used as a source in machine learning models for performing accurate and reliable classification [3]. In the proposed methodology, 59 LBP features are calculated.

3.1.10.8 Segmentation Based Fractal Texture Analysis (SFTA)

Segmentation Based Fractal Texture Analysis (SFTA) combines fractal geometry with image segmentation techniques for effectively capturing and analyzing texture patterns. These features excels in capturing the intricacies of textures for classification of skin cancer images. SFTA enhances the ability of classifier for making distinction between different texture classes with high accuracy. In proposed method, 21 features are extracted in SFTA for classification of images [19].

3.1.10.9 Tamura Features

Tamura features include coarseness, contrast, directionality, line-likeness, regularity, and roughness, each capturing different aspects of texture that are intuitive to human observers. Coarseness denotes the granularity of the texture, contrast assesses the intensity variation, and directionality describes the orientation uniformity of edges. These features are evaluated using statistical and spatial method. Tamura features facilitate accurate and meaningful image classification [20].

3.1.11 Data Balancing

Data balancing is performed for dealing with imbalanced datasets. While dealing with skin cancer image classification, the dataset have less samples for minority classes as compared to the other. This imbalance affects accurate classification. To get rid of this problem the Synthetic Minority Over-sampling Technique (SMOTE) is used in proposed methodology. SMOTE generates synthetic samples of the minority class. These synthetic samples are added to the original dataset that potentially improving its performance for that class [21].

3.1.12 Data Normalization

Data normalization is a technique used for making the data more robust and efficient for classification. In proposed methodology, Pareto scaling normalization is applied to standardize variables. In Pareto scaling, each variable is divided with square root of standard deviation. Pareto scaling is useful when dealing with data containing outliers or when variables have significantly different scales, as it reduces the influence of extreme values and brings all variables to a similar range. This method helps to improve the performance of models by confirming that all variables contribute equally [22].

3.1.13 Feature selection

For feature selection, the Minimum Redundancy Maximum Relevance (MRMR) method is applied which selects the most relevant and non-redundant features. MRMR algorithm iteratively selects features based relevancy and redundancy. By focusing on both relevance and redundancy simultaneously, MRMR effectively identifies a compact and discriminative feature set that improves the efficiency and performance of machine learning models.

3.1.14 Classification using SVM classifier

An SVM classifier is used to find the optimal hyperplane that differentiates data points of different classes in a feature space. With the features extracted, the cubic SVM classifier is applied on the preprocessed dataset. The choice of kernel function, such as linear, polynomial, or radial basis function (RBF), influences the SVM's ability to model complex decision boundaries. The efficiency of the SVM classifier is measured in terms of accuracy, sensitivity, specificity, F-1 score and precision.

Accuracy (Acc): The accuracy denotes a metric that measures the number of correct predictions made by a classification model from total number of predictions. The accuracy is defined as per equation 1.

Accuracy = (TP+TN)/(TP+TN+FP+FN) (1)

TP is true positive is the number of instances correctly classified as positive, TN is true negative that denotes the number of instances correctly classified as negative, FP is false positive that denotes the number of instances incorrectly classified as positive and FN is false negative that denotes the number of instances incorrectly classified as negative [23].

Sensitivity (Sen): The sensitivity (also known as recall or true positive rate) denotes a metric that calculates the proportion of actual positive instances that are correctly captured by the classification model. The expression for sensitivity is given in equation 2.

Sen = TP/(TP+FN) (2)

Specificity (Sp): The specificity is an evaluation metric that can be defined as the ratio of true negative to the sum of true negative and false positive. Mathematically it can be expressed as per equation 3.

Sp = TN/(TN+FP) (3)

F1 Score (F1): F1 score is a metric used for evaluating the performance of classification models, especially in binary classification tasks. It combines both precision and recall in a single value. The expression for F1 score can be written as per equation 4.

F1 = TP/(TP+1/2(FP+FN)) (4)

Precision (Pr): Precision can be defined as the ratio of true positive to sum of true positive and false positive. Mathematically the expression for precision can be written as per equation 5.

Pr = TP/(TP+FP) (5)

1. **RESULTS AND DISCUSSION**

The MedNode dataset is utilized in the suggested approach for skin cancer image classification into Melanoma and naevus. The experimentation work is performed using MATLAB 2021a for evaluation of proposed classification work. The MedNode dataset have 70 melanoma images and 100 naevus images. The RGB skin cancer images are converted into its equivalent YIQ and Y component is selected for further processing. The texture features like DTTFS, FOS, FT, GLDS, SFM, LBP, SFTA and Tamura features are evaluated from skin cancer images. A total 109 features are extracted from the skin cancer. The details of these total features is provided in the table 1.

Table 1: Extracted Features for classification of retinal images

|  |  |
| --- | --- |
| Feature | Number of extracted features |
| Difference Theoretic Texture Features (DTTF) | 11 |
| First Order Statistics (FOS) | 04 |
| Fractal Texture (FT) | 01 |
| Grey Level Difference Statistics (GLDS) | 05 |
| Statistical Feature Matrix (SFM) | 04 |
| Local Binary Patterns (LBP) | 59 |
| Segmentation based Fractal Texture Analysis (SFTA) | 21 |
| Tamura | 02 |
| **Total features** | **107** |

The MedNode dataset is found to be in unbalanced form. The Synthetic Minority Oversampling Technique (SMOTE) technique is applied for overcoming this problem. It increases the samples with respect to the ground truth. For proposed methodology, a total of 410 samples are added in original data after SMOTE. The normalization using Pareto method is performed for making feature values of the balanced dataset in normalized form for proposed methodology. The feature selection is then performed using MRMR technique for getting best features. In proposed methodology, 102 features are selected from 107.

The table 2 represents the performance of proposed methodology using different classifiers. The cubic SVM performs with respect to other classifiers. The performance parameters like accuracy, specificity and precision have shown maximum values as compared to other classifiers. The graphical representation of the different classifier performance is shown in figure 4.2.

Table 2: Performance comparison using selected features for different classifiers

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Classifier used |  |  |  |  |  |
| Fine Tree | 0.8948 | 0.9900 | 0.5500 | 0.9900 | 0.5906 |
| Logistic Regression | 0.9379 | 0.9990 | 0.5500 | 0.9990 | 0.7097 |
| Linear discriminant | 0.9190 | 0.9900 | 0.4850 | 0.9950 | 0.6179 |
| Quadratic SVM | 0.9224 | 0.9989 | 0.4375 | 0.9998 | 0.6087 |
| Ensemble boosted tree | 0.9241 | 0.9940 | 0.4875 | 0.9990 | 0.6393 |
| Fine KNN | 0.9172 | 0.9990 | 0.4000 | 0.9995 | 0.5714 |
| Cubic SVM | **0.9520** | **0.9999** | 0.6500 | **0.9999** | 0.7879 |

Figure 2: Comparative analysis of different classifiers for MedNode dataset.

The outcomes from the proposed methodology for classification using different classifiers are examined using the confusion matrices obtained. The figure 3, describes the various confusion matrices obtained during experimentation.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |
|  |  |
| (c) | (d) |
|  |  |
| (e) | (f) |
|  | |
| (g) | |

Figure 3. Confusion matrix (105 features) (a) Fine tree, (b) Logistic regression, (c) Linear Discriminant, (d) Quadratic SVM, (e) Ensemble Boosted Trees, (f) Fine KNN and (g) Cubic SVM.

The state of art methods in which classification of skin cancer images is tabulated in table 3. It has been observed that the accuracy, sensitivity and specificity parameters is highest in proposed methodology as compared to others.

Table 3: Performance comparison of proposed methodology with state of the artmethods

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Author | Year | Accuracy | Sensitivity | Specificity | F1 Score | Precision |
| Giotis et al. [24] | 2015 | 0.8100 | - | - | - | - |
| Shalu et al. [25] | 2018 | 0.8235 | - | - | - | - |
| Soumen et al [26] | 2020 | 0.8333 | 0.8677 | 0.7278 | - | - |
| Shalu et al. [27] | 2021 | 0.8411 | - | - | - | - |
| Moldovanu et al.[6] | 2021 | 0.9471 | - | - | - | - |
| Soumen et al. [28] | 2021 | 0.8769 | - | - | - | - |
| Alyami et al. [29] | 2022 | 0.9470 | - | - | - | - |
| Mihaela et al. [30] | 2023 | 0.8500 | - | - | - | - |
| Bakheet et al. [4] | 2023 | 0.9400 | 1 | 0.9200 | - | - |
| Moldovanu et al. [31] | 2023 | 0.8740 | - | - | 0.8850 | 0.8950 |
| Proposed methodology | 2024 | **0.9517** | 0.6500 | **0.9999** | 0.7879 | **0.9999** |

1. **CONCLUSION**

In the proposed methodology for skin cancer image classification, the Y component from YIQ form of skin cancer image is opted. The texture features are calculated using enhanced images to obtain feature data. The dataset is made in balanced form using SMOTE technique. Pareto technique is applied for normalization of feature data. For getting better results, the selection of features is performed using minimum redundancy maximum relevance feature selection mechanism. The skin cancer images are then classified into melanoma and naevus with the help of Cubic SVM classifier. The effectiveness of proposed methodology for classification of skin cancer images is illustrated using classification accuracy 95.17%, specificity 99.99% and precision of 99.99%. The experimentation performed using proposed methodology outperforms state of the art methods.
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