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ABSTRACT
Nowadays shopping malls and Big Marts keep the track of their sales data of each and every individual item for predicting future demand of the customer and update the inventory management as well. These data stores basically contain a large number of customer data and individual item attributes in a data warehouse. For each customer we know what the individual products (items) are that he has put in his basket and bought. Other use cases for MBA could be web click data, log files, and even questionnaires
With market basket analysis we can identify items that are frequently bought together. Usually the results of an MBA are presented in the form of rules. The rules can be as simple as {A ==> B}, when a customer buys item A then it is (very) likely that the customer buys item B. More complex rules are also possible {A, B ==> D, F}, when a customer buys items A and B then it is likely that he buys items D and F
We propose a predictive model using Decision tree regression technique for predicting the sales of a company like Big Mart and found that the model produces better performance as compared to existing models. A comparative analysis of the model with others in terms performance metrics
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I. INTRODUCTION:
Day by day competition among different shopping malls as well as big marts is getting more serious and aggressive only due to the rapid growth of the global malls and on-line shopping. Every mall or mart is trying to provide personalized and short-time offers for attracting more customers depending upon the day, such that the volume of sales for each item can be predicted for inventory management of the organization, logistics and transport service, etc. Present machine learning algorithm are very sophisticated and provide techniques to predict or forecast the future demand of sales for an organization, which also helps in overcoming the cheap availability of computing and storage systems.
We are addressing the problem of big mart sales prediction or forecasting of an item on customer’s future demand in different big mart stores across various locations and products based on the previous record. Different machine learning algorithms like linear regression analysis, random forest, etc. are used for prediction or forecasting of sales volume.
1.1 DOMAIN:
Data science is an inter-disciplinary field that uses scientific methods, processes, algorithms and systems to extract knowledge and in sights .from many structural and unstructured data. Data science is related to data mining and big data.
1.2 MACHINE LEARNING:
Machine learning is the scientific study of algorithms and statistical models that computer systems use to perform a specific task without using explicit instructions, relying on patterns and inference instead. It is seen as a subset of artificial intelligence.
1.3 BACKGROUND
We are using pandas for handing data and numpy for handling numerical operations in arrays.
Pandas
Python has long been great for data munging and preparation, but less so for data analysis and modeling. pandas helps fill this gap, enabling you to carry out your entire data analysis workflow in Python without having to switch to a more domain specific language like R. Combined with the excellent IPython toolkit and other libraries, the environment for doing data analysis in Python excels in performance, productivity, and the ability to collaborate. pandas does not implement significant modeling functionality outside of linear and panel regression; for this, look to stats models and scikitlearn. More work is still needed to make Python a first class statistical modeling environment, but we are well on our way toward that goal.
NumPy
NumPy is the fundamental package for scientific computing with Python. It contains among other things:
· a powerful N-dimensional array object
· Sophisticated (broadcasting) functions
· Tools for integrating C/C++ and Fortran code
Useful linear algebra, Fourier transforms, and random number capabilities. Besides its obvious scientific uses, NumPy can also be used as an efficient multidimensional container of generic data.
2. LITRATURE REVIEW:
Journals and papers were studied which relates the content on sales forecast prediction using machine learning algorithms. Below are the list of few papers which were studied and a review of the paper was added along.
Due to the strong competition that exists today, most manufacturing organizations are in a continuous effort for increasing their profits and reducing their costs. Accurate sales forecasting is certainly an inexpensive way to meet the a fore mentioned goals, since this leads to improved customer service, reduced lost sales and product returns and more eﬃcient production planning.
Especially for the food industry, successful sales forecasting systems can be very beneficial, due to the short shelf-life of many food products and the importance of the product quality which is closely related to human health.
Association rules (frequent item sets), classification and clustering are main methods used in data mining research. One of the great challenges of data mining is finding hidden patterns without violating data owners’ privacy. Privacy preserving data mining came into prominence as a solution. In the aim of the paper. Different prediction methods give different performance predictions when used for daily fresh food sales forecasting.
Limitations:
· Limited Number of Combinations.
· When Data Size Increase It Become Hard To Analyze Data Set.
· It Is Not User Friendly.
· Less Effective
· Eventually Problem Size Increase
· Limited Number of Graphical Libraries
3. RESEARCH METHODOLOGY:
For building a model to predict accurate results the dataset of Big Mart sales undergoes several sequence of steps as data set, data exploration, data cleaning, feature engineering, model building, model testing. we propose a model using decision tree regression Technique. Every step plays a vital role for building the proposed model. In our model we have used 2013 bigmart dataset. After preprocessing and filling missing.
[image: ].Values, we used ensemble classifier using Decision trees, Linear regression, Ridge regression and decision tree regression. Both MAE and RSME are used as accuracy metrics for predicting the sales in Big Mart. From the accuracy metrics it was found that the model will predict best using minimum MAE and RSM.
Figure 1: Dataset Description of Big Mart
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The dataset is also based on hypotheses of store level and product level. Where store level involves attributes like: city, population density, store capacity. hypotheses involves attributes like: brand, advertisement, promotional offer, etc. After considering all, a dataset is formed and finally the data-set was divided into two parts, training set and test set in the ratio 80: 20.
3.1 Data Exploration:
These values may not be appropriate in this form. So, we need to convert them into how old a particular outlet is. There are 1559 unique products, as well as 10 unique outlets, present in the dataset. The attribute Item type contains 16 unique values. Where as two types of Item Fat Content are there but some of them are misspelled as regular instead of ’Regular’ and low fat, LF instead of Low Fat. From Figure 2. It was found that the response variable i.e. Item Outlet Sales was positively skewed. So, to remove the skewness of response variable a log operation was performed on Item Outlet Sales.
3.2 Data Cleaning:
It was observed from the previous section that the attributes Outlet Size and Item Weight has missing values. In our work in case of Outlet Size missing value we replace it by the mode of that attribute and for the Item Weight missing values we replace by mean of that particular attribute. The missing attributes are numerical where the replacement by mean and mode diminishes the correlation among imputed attributes. For our model we are assuming that there is no relationship between the measured attribute and imputed attribute.
3.3 Feature Engineering:
Some nuances were observed in the data-set during data exploration phase. So this phase is used in resolving all nuances found from the dataset and make them ready for building the appropriate model. During this phase it was noticed that the Item visibility attribute had a zero value, practically which has no sense. So the mean value item visibility of that product will be used for zero values attribute. This makes all products likely to sell. All categorical attributes discrepancies are resolved by modifying all categorical attributes into appropriate ones. In some cases, it was noticed that non-consumables and fat content property are not specified. To avoid this we create a third category of Item fat content i.e. none. In the Item Identifier attribute, it was found that the unique ID starts with either DR or FD or NC. So, we create a new attribute Item Type New with three categories like Foods, Drinks and Non-consumables. Finally, for determining how old a particular outlet is, we add an additional attribute Year to the dataset.
3.4 Model Building:
After completing the previous phases, the dataset is now ready to build proposed model. Once the model is build it is used as predictive model to forecast sales of Big Mart. In our work, we propose a model using Decision tree algorithm and compare it with other machine learning techniques like linear regression, Ridge regression.
[image: ]
Figure 2: predictive model to forecast sales of Big Mart
4. Results and Discussion:
4.1 Linear Regression:
A model which create a linear relationship between the dependent variable and one or more independent variable, mathematically linear regression
4.2 Decision Tree Regression:
Decision trees are basically predictive machine learning models. Decision trees models helps to predict a class for the case after training pruning and testing is over.
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        Table 2: Comparison of MAE and RMSE of proposed model with other model

5. Conclusion:
We have analyzed datasets of big mart sales prediction and performed literature survey related to sales prediction using various techniques .We used Jupyter tool through Anaconda Navigator for processing the techniques. Decision tree based Regression proved the best model to predict the future sales with the accuracy rate. Training the model was easier than any other models. It proved to be the best model in forecasting sales of Big Mart. This indirectly helps to gain more profit and have a scheduled products in stock.
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