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Abstract  
Watermarking algorithms have been widely applied to the field of image forensics recently. One of these very forensic applications is the protection of images against tampering. For this purpose a watermarking algorithm fulfilling two purposes in case of image tampering: 1) detecting the tampered area of the received image and 2) recovering the lost information in the tampered zones is proposed. This project is aimed at showing that having the tampering location known image tampering can be modeled and dealt with as an erasure error. Therefore an appropriate design of channel code can protect the reference bits against tampering. In watermark embedding phase, the original image is source coded and the output bit stream is protected using appropriate channel encoder. For image recovery, erasure locations detected by check bits help channel erasure decoder to retrieve the original source encoded image. In this system a new technique called Differential Channel Coding Approach (DCCA) for secure image transmission is proposed, which watermarks a secret image into a meaningful target image with the different size from the target image. Based on this technique a given large-volume secret image is automatically transformed into a secret-fragment-visible image of the same size. The proposed system also decrease the time required to recover the image when complex patterns exists in the image.  
1. INTRODUCTION
Modern digital technology has made it possible to manipulate multi-dimensional signals with systems that range from simple digital circuits to advanced parallel computers. The goal of this manipulation can be divided into three categories  
1. Image Processing (image in -> image out)  
2. Image Analysis (image in -> measurements out)  
3. Image Understanding (image in -> high- level description out)  
An image may be considered to contain sub-images sometimes referred to as regions-of- interest, ROIs, or simply regions. This concept reflects the fact that images frequently contain collections of objects each of which can be the basis for a region. In a sophisticated image processing system it should be possible to apply specific image processing operations to selected regions. Thus one part of an image might be processed to suppress motion blur while another part might be processed to improve color rendition.  
Digital imaging has been rapidly developing in last two decades, and digital multimedia products are utilized in countless applications nowadays. As a consequence of this expansive development, popular and low-cost access to image editing applications challenges the integrity of digital images. On the other hand, sophisticated techniques are required to guarantee the integrity of an image or protect it against malicious modiﬁcations. One common approach is to use the hash of the original image. The receiver declares the image as unaltered if the hash output is the same as the one transmitted from the original image [14]–[15]. Image integrity veriﬁcation through hash requires a secure channel that must be reused for each image transmission. Since such a channel might be unavailable, a more applicable approach is to embed the veriﬁcation data into image itself, which is referred to as fragile watermarking.
More recent methods in the ﬁeld of tampering detection achieve the perfect 100% localization using watermarks robust against wide variety of attacks . On the other hand, watermarking algorithms with the purpose of error concealment aim to restore information in the previously-detected tampered parts [20],[21]. 
Digital Watermarking can be used for image authentication research, an original image is divided into smaller blocks, and inserts a watermark into each and every block. After that modification concept is used to detect the watermark in the blocks. A high localization of tampering detection is achieved by applying a random permutation process where every embedded watermark bit verifies random image positions instead of a local image block. Thereby the resolution of tampering detection is significantly improved in comparison to existing solutions while keeping the payload low. The proposed scheme doesn't embed the watermark locally but distributes it into the suitable embedding wavelet coefficients, avoiding embedding in smooth regions. Therefore, the scheme is intrinsically secure to block-based local attacks and retains high fidelity of the watermarked image.
Fragile watermarks can be used for both authentication of the received image and localization of tampered zone in case of malicious modiﬁcations (tampering localization), and recovering the image information in the lost area (error concealment). Inceptive fragile watermarking techniques aim only to verify the integrity of image or locate the tampered area with limited robustness against image processing modiﬁcations.
This self-recovery watermarking trend, initiated by [9],[11] has recently attracted growing interest. The problem of image self-recovery has been approached in numerous ways. In [28], conventional error control coding schemes are adopted for localization and restoration. Several methods embed a rep- resentation of an original image into itself for the sake of self-recovery. In [9],[11] discrete cosine transform (DCT) coefﬁcients or reduced color-depth version of the host image is embedded in the least signiﬁcant bits (LSB) of the original image. This representation of the original image can also be the ﬁrst few DCT coefﬁcients of each block [3],[4],[19] a binary image generated from the difference between the host image and its chaotic pattern [21], the hash of the original image [22], watermark derived from approximation coefﬁ- cients of its wavelet transform [29], a vector quantized or halftone [12] version of the original image. Fragile water- marks may also be designed for speciﬁc purposes, such as binary images, JPEG compressed images, colored image , [8][25][26] compression-resistant [9] or cropping- resistant applications [10].
The check bits support the receiver in locating the tampered blocks. The receiver knows the exact location of erroneous bits. Tampering is modeled as an erasure error in this way. Thus, an RS channel erasure decoder for image recovery at the receiver is required. The lengths of the channel encoder input and output blocks are long to achieve the best performance. Setting up the RS channel codes over GF (2t +1) instead of G(2t ) is another suggestion of this paper which greatly simplifies the complexity of channel encoder and decoder implementation. It is shown that our watermarking scheme which replaces only two LSB of an image, efficiently recovers the tampering up to 33% without leaving any noticeable distortion. If the implemented algorithm is using 3 LSB, it totally outperforms the state-of-the-art methods using the same three LSB for watermarking. The proposed scheme is implemented for two certain sets of parameters; it can be flexibly adapted to different applications with different purpose. 
The problem of image self-recovery is about ﬁnding an appropriate trade-off between these three parameters: the watermarked image quality, content recovery quality, and tolerable tampering rate (TTR). The size of watermark determines the amount of imposed distortion and the quality of the watermarked image.
In this image self-recovery algorithm using these two key ideas: i) Modeling image representation and reference bit generation as a source coding problem; ii) Modeling the tampering as an erasure channel while handling it with proper channel coding. The location of tampered areas being identiﬁed through check bits, tampering can be modeled as an erasure channel, where the locations of occurring errors are known to the receiver. Erasure modeling of tampering has been recently offered and exploited in [2] where the authors apply fountain codes to deal with it. It should be added that when one block is marked as tampered, all its carrying reference bits are missed. We would suggest Reed-Solomon (RS) [23] codes with large encoding blocks and over large Galva ﬁelds to solve the erasure problem. Moreover, we treat the challenge of ﬁnding some representation of the original image as a source coding problem. We apply the wavelet transform and set partitioning in hierarchical transforms (SPIHT) source encoding method [1] to efﬁciently compress the original image. Therefore, the watermark consists of three parts in our algorithm: source code bits, channel code parity bits and check bits. Source code bits which act as the reference bits are the bit stream of the SPIHT-compressed original image at a desired rate. 
In order to survive tampering erasure, the reference bits are channel coded to produce channel code bits. Check bits are used at the receiver to determine the erasure location for the channel erasure decoder. The output of channel decoder is source decoded to ﬁnd the compressed version of the original image. This work shows that by choosing appropriate parameters for source and channel encoding, our algorithm outperforms existing methods in the same watermark payload of three bits per pixel (bpp). Nevertheless, since the watermark artifacts are signiﬁcant for embedding in three LSB, we would recommend two-LSB version of our algorithm and show that its performance is still remarkable.
This paper proceeds as follows. Section II brieﬂy reviews some of the state-of-the-art self-embedding schemes. Section III presents watermark Embedding in general, while its components are explained in details in the subsequent sections. Section IV introduces SPIHT as our chosen source coding method. The RS channel coding is investigated in Section V as our choice for channel encoding to combat the channel erasure. Experimental results are presented and discussed in Section VI, and Section VII concludes the paper.
II. RELATED WORKS
In self-embedding the main task is image quality during transfer of image, and image watermarking for proprietorship. Recovery fractal codes of the image blocks are done after embedding of image using Least Significant Bit technique to avoid packet loss. Reverse process is done at receiver end where fractal codes obtain at receiver end is convert into original image then extraction of watermark is done. Make a matrix of the same dimension of the image then fill the matrix correspond to the pixel value of the image at the cell in the matrix.
Now convert pixel values in binary form, this is required for the watermarking. As LSB technique is used to pixel value representation should be binary instead of decimal. In LSB Embedding watermark information which is binary form is replace by least significant bit of the pixel value at edge position. Embedding message is read for file and generate corresponding ASCII value. In Make Image Block, image is divided into same size of blocks where size can be 3X3 in this case 3 means number of pixel in the row and column. Generate Fractal Code Different combination for block of image are pass into function ( where n represent number of blocks to send in network, while m represent number of image block. Obtained fractal codes are send in network. It has been observed that for every six block of image corresponding eight block is generate by different combination of blocks.
In Hash Value Checking blocks obtained from the network may get corrupt to check this hash value is generated from the block and checked. Proprietorship of image is base on the validate by watermark so watermark is extract from the image. Here LSB bits present of the edge pixels are extract for watermark construction.
The sparse DCT coefﬁcients of the image blocks are then under sampled using a pseudorandom matrix satisfying the restricted isometry property (RIP) required for the compressive sensing and sparse processing. The resulting projected values are then non-uniformly quantized and embedded as the watermarked bits. The reference data lost due to tampering is recovered at the receiver either using a comprehensive sensing or compositive reconstruction approach depending on whether the amount of the surviving reference data is below or above a certain limit, respectively. The reference data in [45] is generated by the least square quantization of the DCT coefﬁcients. This information is then channel coded with the rate λ and embedded as the watermark data. 
Therefore, the λ parameter determines the trade-off between the quality of the restored image and TTR for a certain embedding capacity. The higher λ values mean lower channel code protection and hence lower TTR. However, in this case the embedding capacity is dedicated more to the reference data and the lost data will be recovered with a higher quality while the tampering rate is below TTR. On the other hand, the embedding capacity is rather dedicated to the channel coding parity bits than reference bits for smaller λ cases, in which the restoration is possible with low quality for the tampering rates up to higher TTRs.
III. PROPOSED SCHEME
a. Watermark Embedding
 Consider the original image I represented as 8-bit gray-scale pixel values. These eight bits are divided into four parts: The most signiﬁcant bits (MSB) that will not change at the watermark embedding phase, check bits, source code bits, and channel code parity bits, denoted by nm, nh, ns and np, respectively. The nm MSB bits of each pixel remain unchanged during watermark embedding and will be used later for hash generation and image reconstruction. The remaining bits are used for the purpose of watermark embedding.
Assume the number of image pixels are N = N1 × N2, where N1 and N2 stand for numbers of rows and columns of the original image. We compress the original image into Ns = N × ns bits using proper source coding algorithm (SPIHT here). A channel coding algorithm (Reed-Solomon code here) of rate R = ns/nc is applied to permuted com- pressed image bit stream, where nc = ns +np. Channel code yields Nc = N ×nc bits in total. These bits are permuted and spread over the whole image, which means every pixel will host ns source code bits and np channel code parity bits. The permutations before and after channel coding are generated using keys k1 and k2, both derived from a secret key K, which is known to both embedding phase (transmitter end) and image reconstruction phase (receiver end), to guarantee the security of our algorithm. The original image is also divided into blocks of size B×B, thus each block will host bc = nc × B2 channel code bits. These bc bits originally belonged to some other blocks, whose rows and indices are turned into a binary stream of brc bits called position bits. These brc position bits along with bm = nm ×B2 MSB bits of each block are used as input to a hash generator algorithm (MD5 here), to produce bh = nh×B2 hash bits. A random binary key of length bh ﬁxed over the whole image is generated at the embedding phase. This key is XORed with hash bits to generate bh check bits. These bh check bits along with bc channel code bits of each block are spread over the block which results in replacing last nw = nc + nh least signiﬁcant bits of each pixel of the original image, where nw is the number of LSB per pixel used for watermark embedding. After having all blocks processed, watermarked image is produced. To summarize, nm MSB of each pixel are preserved and nw = 8−nm LSB are replaced with watermark bits during embedding process. These nw bits consist of ns source code bits, np channel code parity bits, and nh check bits. nw is not necessarily an integer. For instance, one may use two or three LSB bits in each block for watermark insertion alternatively. In this case, we have nw = 2.5. For the sake of simplicity, we assume integer nw (nm) hereafter. In the case that nw LSB of each pixel is used for the sake of watermark insertion, our algorithm is called nw-LSB. Block diagram of watermark embedding for 2-LSB algorithm is shown in Fig. 1. In this case, nw, ns, np and nh are equal to 2, 1, 0.5 and 0.5, respectively.
b. DCCA Approach
In watermark embedding phase, the original image is source coded and the output bit stream is protected using appropriate channel encoder. For image recovery, erasure locations detected by check bits help, channel erasure decoder to retrieve the original source encoded image.  For secure transmission, a new technique called Differential Channel Coding Approach (DCCA) is proposed, which watermarks a secret image into a meaningful target image with the different size from the target image. Based on this technique a given large-volume secret image is automatically transformed into a secret-fragment-visible image of the same size. The result shows that the time required to recover the image is less than the existing approaches when complex patterns exists in the image.
If the size of the secret image is dS is different from that of the target image T, change the size of dS to be identical to that of T; and divide the secret image dS into n tile images {dS1, dS2, . . . , dSn} as well as the target image T into n target blocks {B1, B2, . . . , Bn} with each Ti or Bi being of size NT.
Compute the means and the standard deviations of each tile image Ti and each target block Bj for the three color channels according and compute accordingly the average standard deviations for Ti and Bj , respectively, for i = 1 through n and j = 1 through n.
Sort the tile images in the set dS tile = {T1, T2, . . . ,Tn} and the target blocks in the set dS target = {B1,B2, . . . , Bn} according to the computed average standard deviation values of the blocks; map in order the blocks in the sorted Stile to those in the sorted S target in a 1-to-1 manner. Create an identical image dF by fitting the tile images into the corresponding target blocks according to size of the target image.
For secret image dS in identical image dF, construct a bit stream Mi for recovering dS including the bit-segments which encode the data items 1) the index of the corresponding target block Bji; 2) the means of Ti and Bji and the related standard deviation quotients of all three color channels; 4) the bit sequence for overflows/underflows.
 Concatenate the bit streams Mi of all dS in dF in a raster-scan order to form a total bit stream Mt ; use the secret key K to encrypt Mt into another bitstream Mt ; and embed M t into dF by the reversible contrast mapping scheme. 
C. SPIHT Algorithm For Image Compression
 Set Partitioning In Hierarchical Trees (SPIHT) encoding is applied as source encoder in the proposed method. SPIHT is an embedded compression algorithm, in which one can truncate its output bit stream at the desired rate and come to a certain reconstruction of the original image. The more output rate exploited, the better quality of reconstruction is achievable. 
The SPIHT method is not a simple extension of traditional methods for image compression, and represents an important advance in the field. The SPIHT is an efficient image coding method using the wavelet transform. Recently, image-coding using the wavelet transform has attracted great attention. Among the many coding algorithms, the embedded zero tree wavelet coding by Shapiro and its improved version, the set partitioning in hierarchical trees  by Said and Pearlman have been very successful. Compared with JPEG the current standard for still image compression, the EZW and the SPIHT are more efficient and reduce the blocking artifact. 

 	The algorithm sorts the rounded multi-resolution wavelet transform coefﬁcients according to their magnitudes and transmits them based on signiﬁcant bit order. The sorting order must be available to the decoder as well. A sophisticated sorting method is required to decrease the “bit-budget” used for sorting pass. SPIHT exploits the self-similarities across different sub bands of wavelet transform.  Beside the low computational complexity, the fact that SPIHT is an embedded compression algorithm with adaptive output rate makes it suitable for our application in which we may need to exploit different compression rates to satisfy different purposes.
 Our algorithm truncates the SPIHT output at the rate of ns bits per pixel. Channel coding is applied to source encoder output bit stream to protect it against tampering. The maximum achievable peak signal to noise ratio (PSNR) of our reconstruction algorithm happens when channel code has worked perfectly and retrieved all source encoded bits, and equals the PSNR of SPIHT for original image.
d. RS- Channel Coding
The source encoder outcome must be protected through some channel codes. The tampered blocks will be recognized using check bits. It is worthy that their information is available to channel decoder. Considering the source-channel code design and having error locations available, tampering can be modeled and treated as an erasure error, where the locations of error are known to decoder. An erasure decoder  uses the channel coded data in preserved blocks and the locations of erasure must be implemented for the purpose of image recovery. When a block is recognized as tampered, all its bc embedded channel code bits are assumed to be erased. 
RS codes with large code words over large ﬁelds tackle this challenge effectively. The use  of  RS codes with large code words, several bits are congregated to one symbol, resulting in limited number of code words affected by image tampering. Image is compressed at the rate of ns bpp, and nc = ns +np bpp is dedicated to channel code, thus the rate of used RS(n,k) must be R = k/n = ns/nc. Suppose that we want to construct our RS(n,k) code over GF(2t), that is, the code words can be represented by t bits. Limit our choice of t on those that divide bc, i.e bc =kct for some positive integer kc. The bc dedicated channel code bits are actually binary representation of kc output code words of channel code. For each tampered-recognized block, we make sure only kc code words are affected (erased). From this point of view t = bc is the best choice that ensures us every tampered block affects only one code word. 
Implementing RS codes over GF(2bc) for large bc might be overcomplicated and practically not reliable. An elegant tradeoff between implementation complexity and erasure recovery performance of the code must be regarded in this phase i.e, t must be chosen in a way that it divides bc and is not too large for the construction of a feasible code. After choosing proper t, we need to ﬁnd the length of channel code input and output blocks, k and n, respectively. At this point, source code at the rate of ns bpp has led to Ns = N ×ns source encoded bits, or Ns/t code words. Total bit-budget of nc = ns +np bits per pixel is also dedicated to channel code outputs, resulting in Nc/t output code words. The Shannon theory reveals that the channel code exhibits its best performance when the length of coding block is the greatest possible. 
The ideal case is where we encode the whole image into one block of channel code, that is, where RS(Nc/t, Ns/t) is feasible over GF(2t). This is possible by means of puncturing a mother RS code , only when Nc/t < 2t. In this case, we choose n = Nc/t and k = Ns/t, else we encode the whole image by i iterations of channel encoder in which i =(Nc/t/2t). In this situation k and n take appropriate values about Nc/t/i and Ns/t/i, respectively. RS codes are directly feasible for every (n,k) where n divides 2t − 1 (maximum order of the ﬁeld members). Encoder and decoders are implemented by puncturing a mother RS(m,k) code where m = min ˆ m (ˆ m|2t −1 andˆ m > n). (1) Implementation of conventional RS(n,k) encoder and erasure decoder over GF(2t) might be complicated for the case of large t. But in some cases, we can simplify our encoding-erasure decoding problem, in particular when 2t +1 is a prime number. 
This opportunity is available only in case of GF(2t +1) in which the length of DFT’s used is a power of two. The only especial point about GF(2t+1) that should be considered is that since it represent the output code words using t bits, the symbol 2t must be avoided in the output of decoder. It can be done by simply choosing appropriate k1 secret key (permutation control at the input of channel encoder) or negligibly modifying the contents of the original image. Encoder and erasure decoder algorithms over GF(216 + 1) are efﬁciently implemented using FFT, which are described in appendices A and B, respectively. At the end of this section, to investigate the tampering protection performance of RS codes.  RS(n,k) is capable of correcting n − k erasures . In the case that the whole image is encoded using one block of RS(n,k) = RS(Nc/t, Ns/t), then k erasure out of n code words is tolerable at the decoder. The tolerable tampering rate (TTR) of the channel code is equal to: TTR(ns,nc)= n−k n = 1− ns nc . It declares that via dedicating ns and nc bpp for source encoder and channel encoder outputs, the proposed method will be capable of recovering the tampered area of image if its size does not exceed the fraction of 1−ns/nc of the total image size. The source encoder output bits will be perfectly retrieved and tampered zones will be recovered with maximum possible PSNR of the source encoder algorithm.
IV. EXPERIMENTAL RESULTS
A Binary finger print watermarked using our proposed method. The original Binary finger print is shown in Fig. 1(a). Fig. 1(b) shows the watermarked image generated by 2-LSB version of our algorithm. As mentioned, the PSNR of watermarked image generated by 2-LSB version of our algorithm equals 43.58 dB, which is far beyond the HVS threshold of noticeable distortion. State-of-the-art tampering protection algorithms usually use three least signiﬁcant bits for watermark insertion. This embedding approach degrades the PSNR of watermarked image down to 37.9 dB, which is not suitable for smooth areas. 
Set the block size B = 8. The ﬁrst parameter to choose is the number of LSB used for watermark insertion, nw. This parameter directly affects the visual quality of the watermarked image. For integer nw, if we replace the last nw LSB of pixels with watermark bits, the average energy of distortion imposed by watermarking measured by MSE (Mean Square Error) equals:
MSE nw  =  
Therefore, the average peak signal to noise ratio (PSNR) is calculated as: 
PSNR(nw) = 10 
The tampering protection performance of our algorithm is also investigated in practice. Both “low-rate” and “high-rate” tampering scenarios are applied to Binary finger vein. Fig.2 depicts the result of low-rate tampering protection. In this case, 2-LSB version of our algorithm has been applied. This watermark is supposed to tolerate tampering rate of up to 33%. The original and watermarked images are the same as Figs. 1(a) and 1(b).  
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	1(a)			1(b)
Fig.1(a) original Finger vein image 1(b) Watermarked image using 2LSB.
[image: ]
Fig. 2: Secret Finger vein image 
The values derived for PSNR of watermarked image are constant and independent of the chosen host image, in spite of the reconstruction PSNR which varies depending on the selected cover image. 
V. CONCLUSION 
This work, introduced a watermarking scheme to protect images against tampering. The watermark bit-budget falls into three parts, check bits, source encoder output bits, and channel encoder parity bits. The original image is source coded using SPIHT with DCCA compression algorithm. The source encoder output bit stream is channel coded using RS code of a required rate and over appropriate ﬁeld. Since image tampering affects a burst of bits, the RS codes over large Galva ﬁelds are wise choices. On the other hand, check bits support the receiver in locating the tampered blocks. Therefore, the receiver knows the exact location of erroneous bits. Tampering is modeled as an erasure error in this way. It need an RS channel erasure decoder for image recovery at the receiver. The lengths of the channel encoder input and output blocks are also taken as long as possible to achieve the best performance. This watermarking scheme which replaces only two LSB of an image, efﬁciently recovers the tampering up to 40% without leaving any noticeable distortion. The peak signal to noise ratio is comparatively high, obtaining better image recovery.
In Future, various improvements in SPIHT with DCCA algorithm can be made in the areas of speed with high PSNR, resilience and memory requirement. The algorithm can be implement using another LSB bits to obtain better PSNR, to increase the protection of images for security. In future one can embed video using same approach for optimizing resource utilization. 
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