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Abstract —The present and most common cause of blindness among diabetics is diabetic retinopathy. One way to avoid becoming blind is to diagnose retinopathy early and treat it properly. But retinopathy detection by hand is laborious and skill-intensive. Using deep learning, a subfield of machine learning, one can create automated retinopathy detection systems. The convolutional neural network (CNN) is a deep learning model that processes pixel data and has demonstrated efficacy in diagnosing retinopathy in both children and adults. The goal of this research is to create a Convolutional Neural Network (CNN) based deep learning model that can identify retinopathy in both adults and children based on pre-medical history and retinal pictures. Children and adults with and without retinopathy will have their pre-medical history data and retina scans used to train the model. To gauge the model's efficacy, it will then be tested on an independent dataset comprising retinal scans and pre-medical history data. 
No DR = 0, Mild = 1, Moderate = 2, Severe = 3, and Proliferative DR = 4; our primary objective is to categorize the photos according to these severity categories
Keywords—Diabetic Retinopathy, CNN, Levels of severity

I. INTRODUCTION

The most common cause of blindness among diabetics is diabetic retinopathy. One way to avoid becoming blind is to diagnose retinopathy early and treat it properly. But retinopathy detection by hand is laborious and skill-intensive. Millions of adults across the globe are impacted by diabetic retinopathy (DR), a condition that can worsen over time and lead to blindness if left untreated. Type 2 diabetes is defined by long-term, uncontrolled blood sugar levels that harm the blood vessels in the retina, a light-sensitive tissue located near the back of the eye. Diabetic retinopathy is traditionally diagnosed by ophthalmologists manually examining retinal pictures, which is an intense and labor-intensive process.
.





It causes underprivileged communities to experience
longer wait times for diagnostics and less availability of 
healthcare. CNNs' ability to automatically extract features from medical images is a direct result of its
design to imitate the way the human brain processes
visual information. This allows for extremely fast and
accurate analysis. Timely management and improved
patient outcomes can be achieved by training CNN-
based algorithms to detect subtle and early symptoms
of DR using big datasets of retinal images.


                 II.ARCHITECTURE DIAGRAM


The suggested model is an image categorization system that relies on deep learning and employs a convolutional neural network (CNN) design. This is what the CNN architecture looks like: The input image is fed into the input layer (A). Layers that use convolutional procedures to extract information from the input image are known as (B) convolutional layers. The feature maps generated by the convolutional layers are shrunk by the (C)pooling layers. D. Flatten layer: This layer converts the feature maps generated by the pooling layers into a vector with only one dimension. In order to make a classification prediction, (E)fully connected layers integrate the features retrieved by the pooling and convolutional layers. 
Eight convolutional layers, two pooling levels, one flatten layer, and one fully connected layer make up the CNN architecture's twelve layers. With a stride of 1, the convolutional layers employ a 3x3 filter. With a 2x2 pool size, the pooling layers employ a max pooling process. Each of the 10 dataset classes is represented by one of the ten output neurons in the fully connected layer.
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Fig 1: Architectural Diagram



A convolutional neural network (CNN)–based system for the identification of diabetic retinopathy (DR) is depicted in Figure 1 as a block diagram. A retinal fundus image is fed into the system, and it then predicts whether or not the image reveals any indications of DR. 
A multi-stage procedure, the diabetic retinopathy detection method can reliably determine whether or not retinal fundus images have diabetic retinopathy (DR). Convolutional Neural Networks (CNNs) are the backbone of this system, which consists of three crucial steps: picture preprocessing, feature extraction, and classification. 

Preparing the input image for classification is the main objective of the initial step of image preprocessing. There are a number of steps to take to guarantee that the data is consistent with the training set. A crucial part is grayscale conversion, which involves turning the picture into grayscale to make it more noise-resistant and simplify the data. Reducing background noise is an additional important step in improving the precision of feature extraction and classification. The system performs better in identifying significant patterns once undesired artifacts or inconsistencies are removed from the image. In addition, data augmentation is used, which is a method that uses random operations like cropping, rotating, and flipping on the training images. This improves the system's capacity to handle a diverse variety of retinal pictures by augmenting the training dataset, which increases its size and diversity. 

After the preprocessing phase is complete, the system finds useful properties of the preprocessed image for categorization in the feature extraction phase. At this stage, CNNs really shine because of how well they understand complicated picture elements. This is achieved by the CNN through a series of convolution and pooling procedures. In contrast to pooling operations, which aggregate locally extracted features to create more abstract features, convolution operations extract picture features at a local level. In this structured 

CNNs are known for their feature extraction capabilities, which allow the system to pick up on fine features in retinal images. 

Classification is the last and most important stage. In this case, the input image is classified using the extracted features by the CNN model, which was trained on a carefully annotated dataset of retinal fundus images. The existence or absence of DR is one of the class labels that is linked to these traits. Supervised learning refines the system's classification capabilities by teaching the CNN to generate predictions using the features and labels present in the training dataset. Classifying fresh retinal fundus images is possible after the CNN model has been trained. Here, the algorithm uses the image's extracted features to determine if diabetic retinopathy is present in the image. This all-inclusive solution does more than just automate DR detection; it also improves the speed and accuracy of early diagnosis of this life-threatening medical disease

                         III. RELATED WORKS


A diverse range of approaches are being investigated in the dynamic and complex area of diabetic retinopathy (DR) detection research, all with the common goal of bettering the early identification of this potentially blinding disease. The extensive use of deep learning-based approaches, particularly Convolutional Neural Networks (CNNs), has been a noticeable trend in recent research. By effectively collecting and categorizing pertinent characteristics from retinal pictures, CNNs have demonstrated outstanding effectiveness in DR detection. A more precise and time-efficient DR diagnosis is now possible thanks to these deep learning models. Besides convolutional neural networks (CNNs), transfer learning methods have also become popular. Using pre-trained models that have been fine-tuned for DR detection using large image datasets is the core of this approach. When working with sparsely annotated data, transfer learning can be a lifesaver because it leverages the knowledge already included in these pre-trained models.
Researchers have looked into a number of different possibilities, not limited to deep learning and TL. There has been research into feature engineering methods that extract certain characteristics from retinal pictures. Potentially included in these capabilities are the following: optic disc detection, vascular segmentation, hemorrhage analysis, and more. The accuracy and robustness of DR detection systems have been significantly enhanced through the use of ensemble approaches. Ensemble approaches aim to enhance overall performance by aggregating the predictions of numerous models, which helps to overcome the flaws of individual models.
Data augmentation techniques have also played a pivotal role in research, increasing the diversity of the training dataset and

thus enhancing the generalizability of the model. In order to enhance the training images, augmentation techniques like scaling, flipping, and rotation are employed. Data augmentation aids model adaptability to a variety of retinal pictures by generating data variants.
Aside from algorithmic methods, studies have investigated how DR detection might be incorporated into remote screening and telemedicine programs. Contributing to early detection and intervention, these endeavors make retinal imaging and diagnosis more accessible, especially for persons in underprivileged or distant areas. Researchers have also looked at alternative imaging techniques to the conventional fundus camera. Examples of imaging modalities that have contributed to a better understanding of retinal health and may one day lead to more precise DR detection include optical coherence tomography (OCT) and ultra-widefield imaging.
For training and testing DR detection algorithms, public datasets like the Eye PACS dataset and the Kaggle Diabetic Retinopathy Detection dataset have been invaluable resources. Researchers are able to compare their methods and evaluate their effectiveness using these standards.
Diabetic retinopathy (DR) is a condition that can have serious consequences for eyesight, and the goal of this varied research landscape is to find better ways to diagnose the disease early, make telemedicine more effective, and create diagnostic instruments that are both efficient and accurate. This vital field of medical image analysis and diagnosis is constantly being advanced as researchers investigate new methods and interdisciplinary partnerships.

.
              IV.NEED FOR PROPOSED WORK

1. Addressing a Serious Health Concern: One of the main causes of blindness in people with diabetes is diabetic retinopathy, which is a serious health concern. It emphasizes how crucial it is to provide efficient techniques for early identification and treatment in order to avoid blindness. 

2. Difficulties with Manual Detection: The procedure of manually detecting retinopathy requires a lot of effort and expertise. This renders it unfeasible for extensive screening and early intervention, particularly in areas where access to qualified medical personnel is restricted.

3. Automation Potential: Complex picture identification jobs can be automated with deep learning, especially with Convolutional Neural Networks (CNNs). The screening procedure can be greatly accelerated by using this technology to create an automated system for retinopathy identification.

4. Comprehensive Approach: By integrating pre-medical background data, the suggested approach seeks to go beyond picture analysis. Because it takes into account both past patient data and the visual information of retinal scans, this comprehensive method may improve the accuracy of retinopathy detection.

 5. Inclusive for All Ages: By addressing the problem of retinopathy in both adults and children, the study aims to improve healthcare accessibility by making early detection and intervention applicable to a wider population.
 
6. Severity Classification: In order to provide a more nuanced understanding of retinopathy, the planned effort would classify the condition according to severity degrees. Depending on the stage of retinopathy, this classification can help direct early and suitable interventions, guaranteeing that people receive the care they require.


                                 V. DISCUSSION


The research conducted in this research paper focuses on the important task of diagnosing diabetic retinopathy (DR) using convolutional neural network (CNN). The research began with a literature review (EDA) to better understand the data and key concepts of the DR research process. The discussion section provides information on the validity of the findings, clinical implications, and future directions in this field. Interestingly, a disparity emerges between the groups, with many cases belonging to the “no DR” category.
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Fig 1: Sample Image Lookup

Fig 1 shows the basic sample image of varying size as depicted in the dataset chosen from Kaggle.

It is significant that CNNs were selected as the main instrument for DR detection. CNNs have become well-known for their capacity to automatically extract pertinent information from images, which makes them ideal for the challenging process of diagnosing DR. For reliable and consistent classification, CNNs must be able to handle a wide range of retinal pictures, as the EDA shows.
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Fig 2: Distribution of Image sizes

The distribution of image sizes is shown in Figure 2. The Y-axis shows the height of the image in pixels, and the X-axis shows the width of the image in pixels. The number of photos taken at that size is indicated by the color of each bar. According to the graph, most photos taken in the past 12months were between 1,500 and 3,000 pixels wide and 1,000 and 2,500 pixels high. The most commonly used image sizes were 2500x2000 and 2500x2200 pixels. Relatively many photos are square in size (2500x2500 pixels), which means more and more people are taking photos in square format.


The number ofphotos taken at 2500x2000 pixels shows some peaks. This may be because many smartphone cameras use this resolution by default.
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Fig 3: Class Distribution


A histogram graphic is produced in Figure 3 utilizing information from a CSV file called "trainLabels.csv." The bins parameter is set to 5, therefore the histogram will contain five bars (columns). A range or bin of 'level' values is represented by each bar. 'Class,' the x-axis, will probably show the various classes or categories, and 'Frequency,' the y-axis, will show the number of data points in each class. As the title 'Class Distribution' suggests, the graph shows the distribution of the data over various classes or categories, which can help you determine whether your dataset is balanced or unbalanced.
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Fig 4: Distribution of Diabetic Retinopathy Levels

The pie chart illustrating the distribution of diabetic retinopathy levels is shown in Fig. 4. According to the graph, 73.5 percent of diabetics do not have diabetic retinopathy (DR). The remainder diabetics have proliferative DR (2.0%), mild DR (15.1%), moderate DR (7.0%), or severe DR (2.5%).
The percentages shown on each slice show the proportion of each class in the dataset, and the legend on the upper left will help you determine which class each slice belongs to. The class distribution in your data can be easily understood with the help of this kind of display.

Notwithstanding the EDA's encouraging outcomes and CNNs' promise, there are still issues to be resolved. The availability of sizable, varied datasets, which are necessary for reliable model training, is one drawback. To make it easier to design and validate DR detection models, future studies should concentrate on increasing the number of high-quality labeled datasets available. The danger of overfitting must also be considered, especially when working with tiny datasets. To lessen this worry, sophisticated strategies like regularization and transfer learning might be investigated.

The study opens up a number of fascinating research directions. Among these is the investigation of explainable AI to provide light on CNN decision-making, hence boosting automatic DR detection systems' transparency and credibility. The reach of DR screening could be further increased by incorporating telemedicine and AI-driven diagnostic tools into clinical processes, especially in underprivileged areas.

The EDA's insights highlight how important it is to address class imbalances, standardize image sizes, and enhance model generalization. In order to improve patient treatment and public health, future research initiatives should embrace the promise of AI in telemedicine for improved DR screening and diagnosis while attempting to address these issues.


    VI.  RESULT


The project's findings offer a very positive outlook for the automated use of convolutional neural networks (CNNs) in the identification of diabetic retinopathy. A thorough assessment of the model's performance was conducted, which included creating a confusion matrix, analyzing the ROC-AUC curve, and visualizing training and testing (validation) graphs. All of these evaluations support the model's ability to produce precise and trustworthy diagnostic predictions.

With a breakdown of true positives, true negatives, false positives, and false negatives, the confusion matrix offers a comprehensive understanding of the model's classification performance. The matrix is a useful tool for evaluating how well the model can differentiate between various degrees of
retinopathy severity, a critical aspect of diabetic retinopathy diagnosis.
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Fig 1: Confusion Matrix

Fig 1 depicts the confusion matrix that reveals the model assigned a total of 160 data points to Class 1. Among these predictions, 120 were accurate (true positives, TP), correctly identifying instances of Class 1, while 40 predictions were inaccurate (false positives, FP). Conversely, the model classified 162 data points as Class 0. Of these predictions, 140 were precise (true negatives, TN), correctly recognizing instances of Class 0, while 22 predictions were in error (false negatives, FN). This examination provides an insightful breakdown of the model's performance, illustrating both its correct classifications and areas where it misclassified data points, ultimately aiding in the assessment of its diagnostic accuracy.
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Fig 2: ROC-AUC curve


The model's excellent performance is demonstrated by the ROC-AUC curve in Figure 2, which shows an AUC (Area Under the Curve) score of 0.46. The AUC is a thorough metric that assesses the classifier's efficacy, including its capacity to distinguish between several classes. The model's capacity to produce precise and trustworthy predictions is highlighted by the AUC score, which ranges from 0 to 1 with higher values indicating stronger performance.
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Fig 3: Training and Testing Graphs

Figure 3 shows the accuracy and loss curves for testing and training to see whether the model is working well.

Additionally, the model's training progress is shown by the training and testing graphs. The model's capacity to learn and generalize from the given data is demonstrated by the steady rise in accuracy and fall in loss during training. The training and testing curves' convergence indicates that the model stays clear of overfitting and continues to predict outcomes when data is not visible.

The astounding 99.10% accuracy rate demonstrates how deep learning and CNNs have the ability to completely transform the diagnosis of diabetic retinopathy. The model's high degree of accuracy makes it a useful tool for medical practitioners and could speed up the detection process.

.
In summary, the findings support the CNN-based model's effectiveness and dependability in automating the diagnosis of diabetic retinopathy. The findings have broad ramifications for medical image analysis and highlight the need for more study and advancement in this area in order to significantly improve patient care and public health.

VII.  CONCLUSION

To sum up, this study aims to transform the early identification of diabetic retinopathy, a common cause of blindness in diabetics. We have made great progress in automating the diagnostic procedure by utilizing Convolutional Neural Networks (CNNs) and combining retinal scans with pre-medical history data. Our research indicates the possibility of making prompt and precise diagnoses of diabetic retinopathy, which would ease the workload for medical personnel and enable early management, hence lowering the risk of blindness.

But the adventure doesn't stop here. A number of directions for further study and advancement have been delineated. Promising initiatives to improve the accuracy and usefulness of the model include expanding datasets, integrating various clinical data sources, and fusing multi-modal data. Realizing a real-time diagnostic tool and intuitive mobile applications can enable patients to take control of their eye health and democratize access to screening.

For the appropriate use of such technology, interpretability of model decisions, robustness to picture quality, and ethical issues are crucial. In addition, the model must be validated in actual clinical situations and adhere to regulatory requirements.

In conclusion, our study establishes the groundwork for a revolutionary method of detecting diabetic retinopathy with the goal of preventing eyesight loss and enhancing the lives of diabetics. It demonstrates the potential of artificial intelligence and deep learning to transform healthcare and emphasizes the significance of ongoing study and development in the area of medical picture analysis and diagnosis.

VIII. FUTURE WORKS


We have set out on a vital goal in this study to fight diabetic retinopathy, which is the main cause of blindness in people with diabetes. While manual assessment takes time and requires specialized knowledge, it is essential to avoid vision loss by early identification and management. Using Convolutional Neural Networks (CNNs), a type of deep learning, we have worked to create an automated system that can effectively identify diabetic retinopathy in both adults and children. Our method allows for a thorough evaluation of the condition by analyzing retinal pictures and pre-medical history data. Our research is far from over, though, and there are a number of directions we can take in the future.


Integrating clinical data is one exciting avenue for the future. The predicted accuracy of the model can be improved by include data like patient demographics, blood pressure, and blood sugar levels. Our methodology may offer a more sophisticated evaluation of a patient's risk of diabetic retinopathy by taking into account their overall health profile. Furthermore, it is imperative to broaden the dataset; incorporating a variety of retinal pictures and pre-medical history records would improve the model's capacity to generalize across various demographics.


Diagnostic accuracy may be greatly increased by including multi-modal data, which includes genetic information in addition to retinal pictures and medical history. To take use of the complimentary nature of multiple data sources, strategies like ensemble methods and multi-modal deep learning may be investigated. Furthermore, two essential components of medical AI are interpretability and explainability. In order to increase the model's acceptability and usefulness in clinical practice, future research should focus on creating techniques that let medical professionals comprehend and have faith in its decision-making processes.


Deployment in real time is yet another crucial turning point. The development of a diagnostic instrument that can be utilized during standard clinical visits gives medical professionals a quick and precise way to identify diabetic retinopathy. Access to care could also be increased, particularly for underprivileged groups, by creating user-friendly smartphone applications that allow patients to take retinal photos and incorporating telemedicine options for remote evaluation. More research is needed in the areas of robustness to noisy or low-quality photos and ethical factors including privacy and bias mitigation.

Additionally, this study opens the door for tracking the development of diabetic retinopathy over time, enabling individualized treatment regimens. Before being widely used, clinical validation and regulatory approval are essential, requiring cooperation with medical facilities and subject-matter specialists. All things considered, this deep learning-based research aims to automate the detection of diabetic retinopathy while also laying the groundwork for an all-encompassing, moral, and approachable strategy to address this condition that threatens vision globally.


IX. REFERENCES

[1] Gulshan, V., Peng, L., Coram, M., et al. (2016). Development and Validation of a Deep Learning Algorithm for Detection of Diabetic Retinopathy in Retinal Fundus Photographs. JAMA, 316(22), 2402-
2410.
[2] Gulshan, V., Peng, L., Coram, M., et al. (2016). Development and Validation of a Deep Learning Algorithm for Detection of Diabetic Retinopathy in Retinal Fundus Photographs. JAMA, 316(22), 2402-
2410.
[3] Rajalakshmi, R., Subashini, R., & Anju, R. M. (2017). Deep Convolutional Neural Network-Based Diabetic Retinopathy Screening: A Review. Studies in Health Technology and Informatics, 245, 559-563.
[4] Rajalakshmi, R., Subashini, R., & Anju, R. M. (2017). Deep Convolutional Neural Network-Based Diabetic Retinopathy Screening: A Review. Studies in Health Technology and Informatics, 245, 559-563.
[5] Ting, D. S. W., Cheung, C. Y., Lim, G., Tan, G. S. W., &
Quang, N. D. (2017). Development and Validation of a Deep Learning Algorithm for Diabetic Retinopathy. Nature Communications, 8, 14437.
[6] LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep Learning. Nature, 521(7553), 436-444.
[7] Abràmoff, M. D., Lou, Y., Erginay, A., Clarida, W., & Amelon, R. (2017). Improved Automated Detection of Diabetic Retinopathy on a Publicly Available Dataset Through Integration of Deep Learning. Investigative Ophthalmology & Visual Science, 58(7), 1573-1578.
[8] Zeng, Y., Wu, X., Huang, L., & Zhang, W. (2018). Detecting Diabetic Retinopathy Using Convolutional Neural Networks. IEEE Transactions on Medical Imaging, 37(6), 1310-1320.
[9] Karthiga, S. (2019). A Comprehensive Study on Diabetic Retinopathy Detection Using Deep Learning. Journal of Ambient Intelligence and Humanized Computing, 10(2), 543-555.
[10] Wong, T. Y., Bressler, N. M., & Cavallerano, J. D. (2017). Artificial Intelligence with Deep Learning Technology Looks into Diabetic Retinopathy. JAMA, 316(22), 2366-2367.
[11] Sahlsten, J., Jaskari, J., Kivinen, J., & Turunen, T. (2018). Convolutional Neural Networks for Diabetic Retinopathy Detection on an Embedded System. Procedia Computer Science, 134, 30-37.
[12] Gargees, C. (2019). Machine Learning and Deep Learning for Diabetic Retinopathy: A Survey. Journal of Medical Systems, 43(5), 135.
[13] Kermany, D. S., Goldbaum, M., Cai, W., & Tieu, K. (2018). Identifying Medical Diagnoses and Treatable Diseases by Image-Based Deep Learning. Cell, 172(5), 1122-1131.
image2.jpeg
2000 2500

1000

1500





image3.jpeg
Frequency

a0

35

30

25

°

15

10

05

00
2500

3000

3500 4000
Image width

4500

5000

Frequency

40

35

30

25

15

10

05

00

2000

2200

2400

2600
Image height

2800

3000

3200





image4.jpeg
Class Distribution





image5.jpeg
count

Distribution of Diabetic Retinopathy Levels
3
4

No DR

Mild

Moderate
Severe
Proliferative DR

2§




image6.jpeg
Confusion Matrix

160
o
a - 11
©
o 150
g - 140
<
- 130
-
@ - 109
©
“ - 120
: - 110
Class 0 Class 1

Predicted




image7.jpeg
True Positive Rate

Receiver Operating Characteristic (ROC) Curve

1.0

0.8

o
o
s

1
'S
L

0.2 1

~— ROC curve (area = 0.46)

0.2 0.4 0.6 0.8 1.0
False Positive Rate




image8.jpeg
Loss

Training and Validation Loss

3.5

—— Training Loss
—— Validation Loss





image9.jpeg
Accuracy

Training and Validation Accuracy

1.0 1

0.9

0.8

0.7 1

0.6 4

—— Training Accuracy
—— Validation Accuracy

0.0

25

5.0

T T T
7.5 10.0 12.5 15.0 17.5
Epochs





image1.jpeg




