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Abstract
since the outbreak of the coronavirus, there has been an increase in the in accessibility of actual clinical resources, such as a shortage of experts and healthcare professionals, a lack of proper equipment and medications, and so on. As a result of the medical community's problem, many individuals have perished.Individuals began taking medication on their own without sufficient consultation due to a lack of availability, exacerbating their health condition. Machine learning has recently proven to be useful in a wide range of applications,leading in an increase in new automation initiatives. The goal of this project is to develop a pharmaceutical recommendation system that will save doctors a lot oftime.For this research,we used the TF-IDF vectorization technique to createa medicine recommendation system that predicts sentiment based on patient evaluations.
Keywords— (TF-IDF) term frequency-inverse document frequency
Introduction 
With the quantity of Covid cases developing dramatically, the countries are confronting a lack of specialists,especially in provincial regions where the amount  of experts is less contrasted with metropolitan regions. A specialist takes around 6 to 12 years to get the important capabilities. In this way, the quantity of specialists can't be extended rapidly in abriefperiodoftime.A telemedicine structure should best imulated quite far in this troublesome time [1]. Clinical botches are exceptionally standard these days. More than 200 thousand people in China and 100 thousand in the USA are impacted consistently in light ofsolution botches. More than 40% medication, experts commit errors while endorsing sinceexperts create the arrangement as referred to by their insight, which is extremely confined[2][3]. Picking the toplevel drug is huge for patients who need experts that know wide-baseddataaboutinfinitesimallivingbeings,antibacterialmeds,andpatients[6].Consistentlyanother review thinks of going with additional medications, tests, open for clinical staffconsistently. As needs be, it ends up being logically trying for specialists to pick whichtreatment or prescriptions to provide for a patient in view of signs, past clinical history. With the outstanding improvement of the web and the online business industry, thing surveys have turned into an objective and indispensable variable for gaining things around the world.People overall become acclimated to investigate surveys and sites first prior to making adecision to purchase a thing. While the majority of past investigation focused in on rating assumption and recommendations on the E-Commerce field,the domain of clinical consideration or clinical treatments has been rarely dealt with. There has been an extension inthe quantity of people stressed over their prosperity and finding a determination on the web.As shown in a Pew American Research place review coordinated in 2013 [5], generally 60%of adults looked online for wellbeing related subjects, and around 35% of clients searchedfor diagnosing medical issue on th eweb.A prescription recommender structure is really imperative with the objective that it can help trained professionals and assist patients with building the ir insight into drugs on unambiguous medical issue. Arecommenderstructureisa standard framework that proposes a thing to the client, subject for their potential benefit andneed. These structures utilize the clients' studies to separate their feeling and propose asuggestion for their definite need. In the medication recommender framework, medication is presented on a particular condition reliant upon patient surveys utilizing feeling examinationand component designing.Feeling examination is a movement of techniques, strategies, and instruments for recognizing and extricating close to home information, like assessment andmentalities, from language [7]. Then again, Featuring designing is the most common way ofmaking additional elements from the current ones; it works on the exhibition of models. This assessment work isolated into five fragments:Introduction region which gives a short knowledge concerning the need of this exploration, Related works portion gives a compact understanding in regards to the past assessments on this area of study, Methodology part in corporates the techniques embracedin this examination, The Result fragment assesses applied model outcome

Proposed Method
Distinct machine-learning classification algorithms were used to build a classifier topredict the sentiment. After assessing the metrics, all four best-predicted results were picked and joined together to produce the combined prediction.The merged results were then multiplied with normalized useful count to generate an overall score of drug of a particularcondition. The higher the score, the better is the drug. The purpose behind is that the more medications individuals search for,the more individuals read the survey regardless of their review is positive or negative,which makes the useful count high.
ADVANTAGES:
· Accuracy is Veryhigh.
· We selected machine learning classification algorithms only that reduces the training time and give faster predictions.utilizing different measurements, the Discussion segment contains 
  TF-IDF algorithm

TF-IDF (Term Frequency - Inverse Document Frequency) is a handy algorithm that uses the frequency of words to determine how relevant those words are to a given document. It's a relatively simple but intuitive approach to weighting words, allowing it to act as a great jumping off point for a variety of tasks.
TF-IDF can be broken down into two parts TF (term frequency) and IDF (inverse document frequency).
 TF (term frequency)
Term frequency works by looking at the frequency of a particular term you are concerned with relative to the document. There are multiple measures, or ways, of defining frequency:
· Number of times the word appears in a document (raw count).
· Term frequency adjusted for the length of the document (raw count of occurences divided by number of words in the document).
· Logarithmically scaled frequency (e.g. log(1 + raw count)).
· Boolean frequency (e.g. 1 if the term occurs, or 0 if the term does not occur, in the document).
 IDF (inverse document frequency)
Inverse document frequency looks at how common (or uncommon) a word is amongst the corpus. IDF is calculated as follows where t is the term (word) we are looking to measure the commonness of and N is the number of documents (d) in the corpus (D).. The denominator is simply the number of documents in which the term, t, appears in. 
[image: ]
Putting it together: TF-IDF

To summarize the key intuition motivating TF-IDF is the importance of a term is inversely related to its frequency across documents.TF gives us information on how often a term appears in a document and IDF gives us information about the relative rarity of a term in the collection of documents. By multiplying these values together we can get our final TF-IDF value.
3eThe higher the TF-IDF score the more important or relevant the term is; as a term gets less relevant, its TF-IDF score will approach 0.
Where to use TF-IDF
As we can see, TF-IDF can be a very handy metric for determining how important a term is in a document. But how is TF-IDF used? There are three main applications for TF-IDF. These are in machine learning, information retrieval, and text summarization/keyword extraction.
Using TF-IDF in machine learning & natural language processing
Machine learning algorithms often use numerical data, so when dealing with textual data or any natural language processing (NLP) task, a sub-field of ML/AI dealing with text, that data first needs to be converted to a vector of numerical data by a process known as vectorization. TF-IDF vectorization involves calculating the TF-IDF score for every word in your corpus relative to that document and then putting that information into a vector. Thus each document in your corpus would have its own vector, and the vector would have a TF-IDF score for every single word in the entire collection of documents. Once you have these vectors you can apply them to various use cases such as seeing if two documents are similar by comparing their TF-IDF vector using cosine similarity.

Using TF-IDF in information retrieval
TF-IDF also has use cases in the field of information retrieval, with one common example being search engines. Since TF-IDF can tell you about the relevant importance of a term based upon a document, a search engine can use TF-IDF to help rank search results based on relevance, with results which are more relevant to the user having higher TF-IDF scores.
Using TF-IDF in text summarization & keyword extraction
Since TF-IDF weights words based on relevance, one can use this technique to determine that the words with the highest relevance are the most important. This can be used to help summarize articles more efficiently or to simply determine keywords (or even tags) for a document.


Vectors & Word Embeddings: TF-IDF vs Word2Vec vs Bag-of-words vs BERT
As discussed above, TF-IDF can be used to vectorize text into a format more agreeable for ML & NLP techniques. However while it is a popular NLP algorithm it is not the only one out there.
Bag of Words
Bag of Words (BoW) simply counts the frequency of words in a document. Thus the vector for a document has the frequency of each word in the corpus for that document.  The key difference between bag of words and TF-IDF is that the formetdoes not incorporate any sort of inverse document frequency (IDF)  and is only a frequency count (TF).
Word2Vec
Word2Vec is an algorithm that uses shallow 2-layer, not deep, neural networks to ingest a corpus and produce sets of vectors. Some key differences between TF-IDF and word2vec is that TF-IDF is a statistical measure that we can apply to terms in a document and then use that to form a vector whereas word2vec will produce a vector for a term and then more work may need to be done to convert that set of vectors into a singular vector or other format. Additionally TF-IDF does not take into consideration the context of the words in the corpus whereas word2vec does.
BERT - Bidirectional Encoder Representations from Transformers
BERT is an ML/NLP technique developed by Google that uses a transformer based ML model to  convert phrases, words, etc into vectors. Key differences between TF-IDF and BERT are as follows: TF-IDF does not take into account the semantic meaning or context of the words whereas BERT does. Also BERT uses deep neural networks as part of its architecture, meaning that it can be much more computationally expensive than TF-IDF which has no such requirements. 


Pros of using TF-IDF
The biggest advantages of TF-IDF come from how simple and easy to use it is. It is simple to calculate, it is computationally cheap, and it is a simple starting point for similarity calculations (via TF-IDF vectorization + cosine similarity).
Cons of using TF-IDF
Something to be aware of is that TF-IDF cannot help carry semantic meaning. It considers the importance of the words due to how it weighs them, but it cannot necessarily derive the contexts of the words and understand importance that way.
Also as mentioned above, like BoW, TF-IDF ignores word order and thus compound nouns like “Queen of England” will not be considered as a “single unit”. This also extends to situations like negation with “not pay the bill” vs “pay the bill”, where the order makes a big difference. In both cases using NER tools and underscores, “queen_of_england” or “not_pay” are ways to handle treating the phrase as a single unit.
Another disadvantage is that it can suffer from memory-inefficiency since TF-IDF can suffer from the curse of dimensionality. Recall that the length of TF-IDF vectors is equal to the size of the vocabulary. In some classification contexts this may not be an issue but in other contexts like clustering this can be unwieldy as the number of documents increases. Thus looking into some of the above named alternatives (BERT, Word2Vec) may be necessary.

Now-a-days new diseases are attacking human world and corona virus is such diseaseand this diseases require lots of medical systems and medical human experts and dueto growing disease medical experts and systems are not sufficient and patients willtake medicines on their risk which can cause serious death or serious damage topatientbody.To overcome from above problem author of this paper introducing sentiment and machine learning  based drug recommendati on system which will accept disease names from patient and then recommend DRUG and simultaneously displayS ENTIMENT rating based on reviews given by old users based on their experience. If predicted rating is high then patientcan trust and took recommended drug.
[image: ]In propose paper author has used various features extraction algorithms such as TF-IDF(termfrequency–inverse document frequency),BAG of WORDS and WORVEC and this extracted features will be applied on various machine learningalgorithm such as Logistic Regression, Linear SVC, Ridge classifier, Naïve Bayes,Multi layer Perceptron classifier,SGD classifier and many more.Among all algorithms TF-IDF is giving better performance so we are using TF-IDF features extraction algorithm with above mention algorithm.To implement this project author has used DRUG REVIEW dataset from UCI machine learning website and below is th edataset screenshots
[image: ]

In above screen first row represents dataset column names such as drug name, condition, review and rating and remaining rows contains data set values and we will used above REVIEWS and RATINGS to trained machine learning models. Below is the test data which contains only disease name and machine learning will predict Drug name and ratings

In above test data we have only disease name and machine learning will predict ratings and drug names.To implement this project we have designed following modules

1) Upload Drug Review Dataset: using this module we will upload dataset to application read & Preprocess Dataset: using this module we will read all reviews, drug name and ratings from dataset and form a features array.

2) TF-IDF Features Extraction: features array will be input to TF-IDF algorithm which will find average frequency of each word and then replace that word with frequency value and form a vector. If word not appear in sentence then will be put.All reviews will beconsider as input feature stomach in e learning algorithm and RATINGS and Drug Name willbe consideras class label.


3) Train Machine Learning Algorithms: using this module we willinput TF-IDF features to all machine learning algorithms and thentrained amodel and thismodel will beapplied on test data tocal culate prediction accuracy of the algorithm.

4) Comparison Graph: using this module we will plot accuracy graph of each algorithm


Recommend Drug from Test Data:using this module we will upload disease name test data and then ML will predict drug name and ratings.

To run project double click on‘run.bat’file to get below screen

[image: ][image: ]In above screen click on‘ Upload Drug Review Dataset’button to upload data set to application and to get below screen 
In above screen selecting and uploading DRUG  dataset and then click on‘Open’button to load dataset and to get below screen


In above graph we can see dataset loaded and in graph x-axis represents rating and y-axis represents total number of records which got that rating. Now close above graph and then click on ‘ Read & Pre process Dataset ’ button to read all dataset values and then preprocess to remove stop words and special symbols and then form a features array.
[image: ]














[bookmark: In_above_screen_we_can_see_from_all_revi]In above screen we can see from all reviews stop words and special symbols are removed and in graph I am displaying 


TOP 20 medicinesexist in dataset. In above graph x-axis represents drug name and y-axisrepresents its 

count. Now close above graph and then click on ‘TF-IDF Features Extraction’ button to convert all reviews in to average frequency vector


In above screen you can see some columns contains non-zero average frequency values and nowTF-IDFvector isr eady and now click  on‘Train Machine Learning Algorithm’ button to train all algorithm and get below output

n above screen for each algorithm we calculate accuracy, precision, recall and FSCORE and in all algorithms MLP has got high performance and now clickon‘Comparison Graph’button to get below graph


In below graph x-axis represents algorithm name and y-axis represents accuracy, precision recall and FSCORE where each different colour bar will represents one metric and in above graph we can see MLP got high performance. Now close above graph and then click on ‘Recommend Drug from Test Data’ button to upload test data and to get predicted result as drug name and ratings.
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[image: ]In above screen selecting and uploading ‘testData.csv’file and then click on‘Open’button to load test data and get below prediction result






In above screen for each disease name application has predicted recommended drug name and ratings

Conclusion

[image: ]Reviews are becoming an integral part of our daily lives; whether go for shopping,purchase something online or go to some restaurant, we first check the reviews to make the right decisions. Motivated by this, in this research sentiment analysis of drug reviews was studied to build a recommender system using different types of machine learning classifiers,such as Logistic Regression, Perceptron,Multinomia lNaive Bayes,Ridge classifier,Stochastic gradient descent, LinearSVC, applied on Bow, TF-IDF, and classifiers such as Decision Tree, Random Forest, Lgbm, and Catboost were applied on Word2Vec and Manual features method. We evaluated them using five different metrics, precision, recall, f1score,accuracy, and AUC score, which reveal that the Linear SVC on TF-IDF outperforms all othermodels with 93% accuracy. On the other hand, the Decision tree classifier on Word2Vecshowed the worst performance by achieving only 78% accuracy. We added best-predictedemotion values from each method, Perceptron on Bow (91%), LinearSVC on TF-IDF (93%),LGBM on Word2Vec (91%), Random Forest on manual features (88%),and multiply themby the normalized useful Count to get the overall score of the drug by condition to build arecommender system. Future work involves comparison of different oversampling techniques,using different values of n-grams, and optimization of algorithms to improve the performance of the recommender system
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