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|  | **A B S T R A C T** In electric vehicles (EVs) and hybrid EVs, energy efficiency is essential where the energy storage is limited. Adding to its high stability and low cost, the induction motor efficiency improves with loss minimization. Also, it can consume more power than the actual need to perform its working when it is operating in less than full load condition. This study proposes a control strategy based on the Artificial Neural Network (ANN) for EV applications. ANN controller can improve the starting current amplitude and saves more power. Through the MATLAB/SIMULINK software package, the performance of this control was verified through simulation. As compared with the conventional proportional integral derivative controller, the simulation schemes show good, high-performance results in time-domain response and rapid rejection of system-affected disturbance. Therefore, the core losses of the induction motor are greatly reduced, and in this way improves the efficiency of the driving system. Finally, the suggested control system is validated by the experimental results obtained in the authors’ laboratory, which are in good agreement with the simulation results. |
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1. **Introduction**

With increasing global awareness of air quality and reduce greenhouse gas emissions, electric vehicles (EVs) have increasingly attracted the attention of manufacturers, governments, international organizations, and consumers. Accord ing to the European Renewable Energy Council (EREC) [[1](#_bookmark33)], many governments promote EV as an important part of their proposals for technologies required to reduce greenhouse gas emissions in the long term and to improve energy efficiency in the transport sector. In addition to reducing pollution in the environment, the electric vehicle gives good performance in terms of efficiency and torque [[2](#_bookmark34)]. The only drawback of electric vehicles is their cost [[3](#_bookmark35)]. It is, therefore, necessary to choose the appropriate drive motor and its control technology. In the previous literature review, a DC motor is preferred used in EV applications due to the simplicity of the control unit design and its characteristics well matched with an elec trick vehicle motor. With the increasing research progress of control technology, induction motors are among the best candidates for driving electric vehicles and are widely used in modern electric vehicles [[4](#_bookmark36)]. The structure of the induction motor is simple, it has strong durability, it is inexpensive, it is very reliable, and it requires no maintenance [[5](#_bookmark37)]. Although it has more advantages than DC motors, it has some disadvantages such as non-linear properties; as a result, analysis becomes very complex [[6](#_bookmark38), [7](#_bookmark39)] and flux in induction motor is not measurable [[8](#_bookmark40)]. To overcome these drawbacks, several modern control techniques have been invented to control the two main parameters, torque and flux of induction motor for electric vehicle applications.

There are various control technologies for induction motors in electric vehicle applications. They are: (1) proportional–integral (PI) controller, (2) PID controller, (3) sliding mode controller (SMC), (4) fuzzy logic controller (FLC),(5) neural network controller (NNC), (6) model predictive control (MPC), (7) hybrid controllers, and more. Few important algorithms are reviewed here. One can choose the best algorithm for controlling the IM drives. In [[9](#_bookmark41)], this paper presents a compound sliding mode control (CSMC) method for controlling the speed of surface-mounted permanent mag- net synchronous motors (SPMSMs). The proposed CSMC consists of a new sliding mode controller (SMC) based on a new hybrid reaching law and an extended sliding mode disturbance observer (ESMDO), and due to the complexity of There are various control technologies for induction motors in electric vehicle applications. They are: (1) proportional–integral (PI) controller, (2) PID controller, (3) sliding mode controller (SMC), (4) fuzzy logic controller (FLC),(5) neural network controller (NNC), (6) model predictive control (MPC), (7) hybrid controllers, and more. Few important algorithms are reviewed here. One can choose the best algorithm for controlling the IM drives. In [[9](#_bookmark41)], this paper presents a compound sliding mode control (CSMC) method for controlling the speed of surface-mounted permanent mag- net synchronous motors (SPMSMs). The proposed CSMC consists of a new sliding mode controller (SMC) based on a new hybrid reaching law and an extended sliding mode disturbance observer (ESMDO), and due to the complexity of organization of the brain, are interconnected to form a network, this is called a neural network (NN). An artificial network composed of structural units of perceptron that mimic these neurons is called ANN. A single-layer perceptron is a linear classifier that divides an input vector into two classes. MLP is a multi-layered perceptron and learns by using a hidden layer addition and a back-propagation algorithm between the input layer and the output layer to enable nonlinear classification that the single-layer perceptron cannot solve [[29](#_bookmark53)]. [[30](#_bookmark54)] pro- poses an artificial neural network (ANN) controller to reduce both torque and flux ripples by considering appropriate input and feedback values through online mode. By using both simulation and process, it shows that the proposed controller is more efficient than the traditional controller. [[31](#_bookmark55)] Improves the transient analysis using the ANN controller but without changes in the torque and flux ripples.

Finally, all of these algorithms have their advantages and disadvantages. So the choice of these algorithms for induc tion motor depends on cost, accuracy, and application. A fuzzy logic controller is used where the system behavior is more complicated and semantic rules are necessary to explain the system. Compared to the artificial neural network, it is good for modeling in these conditions as ANN is more suit- able for controlling nonlinear devices. As induction motor has a nonlinear model, ANN is highly suitable for controlling induction motor drive in electrical vehicles. In this paper, a neural network controller-based method using simulation in the MATLAB/Simulink Power system cluster environment is then linked to the prototype reflector through the use of a micro ds PACE laboratory box control panel. The proposed neural network control is then compared with conventional PID control based on its effect on IM performance.

The main problem is to reduce the life cycle cost of the drive, i.e., manufacturing, maintenance, and energy costs.

* Efficiency is an indicator of energy cost, particularly important at rated speeds and above.

•

* Also, the efficiency of the inverter is very important as it affects the overall driving efficiency.

•

* The power factor is an indicator of the apparent power that the inverter must deliver.

•

* The inverter kVA rating is determined by the peak current of the maximum torque at low speeds and the maximum output voltage at high speeds

•
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**Fig.1 Electrical vehicle drive with an induction motor**

This paper presents a comparative study between the PID controller and the ANN-based controller which is organized as follows: after introduction in the first section. In Sect. [2](#_bookmark1), the circuit description and control principle are given in Sect. [3](#_bookmark2). In Sect. [4](#_bookmark12), simulation results are provided. In Sect. [5](#_bookmark25), the experimental results are performed. In Sect. [6](#_bookmark31), conclusion is discussed, and future work is discussed in Sect. [7](#_bookmark32). is connected by the acceleration pedal and/or the brake pedal. In Fig. [1](#_bookmark0), the traction process is done by controlling the 3-phase induction motor. The right and left wheels are controlled separately by a differential system with a gear ratio to adapt to the high speed of the low-speed electric wheel shaft. The IM torque and speed are controlled by the DC/AC inverter which converts the DC voltage to the 3-phase AC voltage. To run the EV system efficiently, a robust controller is designed and implemented with adaptive capabilities in the process of network learning.

**2. INDUCTION MOTOR DRIVE SYSTEM MODEL**

Figure [1](#_bookmark0) shows the power circuit of the electric vehicle which consists of three main parts as follows: The first is the 3-phase induction motor. The second is a battery unit that is used as an energy storage element. The battery DC voltage is converted to 3-phase AC voltage by a DC/AC power converter. Third, the AC/DC controller controls the converter output voltage magnitude and frequency that is applied to the induction motor. The voltage magnitude is adjusted depending on the driver’s current request, which is connected by the acceleration pedal and/or the brake pedal. In Fig. [1](#_bookmark0), the traction process is done by controlling the 3-phase induction motor. The right and left wheels are controlled separately by a differential system with a gear ratio to adapt to the high speed of the low-speed electric wheel shaft. The IM torque and speed are controlled by the DC/AC inverter which converts the DC voltage to the 3-phase AC voltage. To run the EV system efficiently, a robust controller is designed and implemented with adaptive capabilities in the process of network learning.

**3. CONTROL PRINCIPLE**

**3.1 PID Conventional control**



**Fig 2 PID controller block diagram**



**Equation (1)**

The grid side active and reactive power consists of the average and ripple components which are controlled by using the grid side d and q-axis currents. In this case, two outer PID control loops are used to regulate the average active and reactive components to the reference values. Figure [3](#_bookmark5) shows the block diagram of the classical PID control. The reference active and reactive current components (*id*\* and *iq*\*) are obtained as the output of the active and reactive

power controllers and can be expressed as follows:



**Equation (2)**



**Equation (3)**

where *kp* and *ki* are the proportional constant and the integral constant of the PID controllers, respectively. *P*ref is the active power reference, and *q*ref is the reference reactive power required by the AC source.

The inner control loop of the PID controller is to compare the reference current which is the output of the outer loop to the real measured value to regulate the real value to the reference one.



**Fig 3. Block diagram of the conventional PID controller**



**Fig 4. Neural Network Internal structure**



**Fig 5. Training Network Model in Matlab**

The operating ratios (*dd* and *dq*) are obtained by normalizing by using the results (*ed* and *eq*) by the disengagement condition which is normalized by the DC voltage as follows.



**Equation (4)**

**3.2 A proposed artificial neural network controller**

ANN is an algorithm that models a human brain and processes various data like that of two brains. When neurons, the basic structural organization of the brain, are interconnected which imitates these neurons, is called an ANN, an artificial network composed of structural units. Single-Layer Perceptron (SLP) is a linear classifier that divides input vectors into two classes. MLP is a multilayer perceptron that learns by adding a hidden layer and back-propagation algorithm between the input layer and output layer so that nonlinear classification cannot be solved by a single-layer perceptron. It is possible to express all functions as a single hidden layer, but it is generally more accurate to use multiple hidden layers. Multilayer perceptron (MLP) and radial basis function (RBF) are two of the most widely used neural network architecture. In this study, a controller based on RBF for network adaptation is considered [XYZ1]. The common RBF is a Gauss function in the RBF neural network that can be expressed as [[34](#_bookmark58)].which imitates these neurons, is called an ANN, an artificial network composed of structural units. Single-Layer Perceptron (SLP) is a linear classifier that divides input vectors into two classes. MLP is a multilayer perceptron that learns by adding a hidden layer and back-propagation algorithm between the input layer and output layer so that nonlinear classification cannot be solved by a single-layer perceptron. It is possible to express all functions as a single hidden layer, but it is generally more accurate to use multiple hidden layers. Multilayer perceptron (MLP) and radial basis function (RBF) are two of the most widely used neural network architecture. In this study, a controller based on RBF for network adaptation is considered [XYZ1]. The common RBF is a Gauss function in the RBF neural network that can be expressed as [[34](#_bookmark58)].



**Equation (5)**

Where Xp Ci.. the Euclidean norm; *c* the center deviation of the Gauss function *σ* the mean square deviation of the Gauss function. The output of the RBF is as follows [[35](#_bookmark59)].



**Equation (6)**

Where  the pth input sample; p=1,2,….P, with P total number of samples; ci the center of the celebration of the output layer; i= 1,2,..h the number of hidden layer points; yj the true output form the output node jth corresponding to the input sample. The proposed ANN in this research consists of an input layer, output layer, and several hidden layers as shown in Fig. [4](#_bookmark6). The input layer depends on the control in the current, which is composed of two axes (*d*-axis and *q*- axis). The output layer is represented by the control signal axis.

Neurons number in each layer and structure of multilayer feed-forward propagation NN are mostly variable and thus determined by experience and trial and error. So many of the trials are implemented until reaching the best design. And the final design consists of a hidden layer constructed of 10 neurons whose activation function is a tangent sigmoid and the output layer has 1 neuron in which activation function is a linear transfer function. The building of the ANN is illus trated in Fig [5](#_bookmark7). Figure [6](#_bookmark8) shows block diagram of ANN with two layers. We have used only ten neurons in the hidden layer because using more neurons may result in a relatively large error due to the overrun problem [[36](#_bookmark60)]. The results of the training are given in Fig . The correlation coefficient of 0.8 or higher shows good training of the ANN controller. The histogram is shown in Fig it shows an indicator of errors during the training process, where the blue bars represent training data, the green bars represent the verification data, and the red bars represent the test data [[38](#_bookmark61)–[40](#_bookmark62)].



**Fig 6. Block diagram of three phase IM drive and speed control using ANN.**

**4. Simulation results and discussion**

In this paper, two cases were studied. In both, MAT- LAB/Simulink toolboxes are used as shown in Fig. [9](#_bookmark11). In the first case study, a 50 *hp* IM is run and controlled by a PID controller. The 3-phase voltages and currents are measured and planned in the first 5 s of operation. Also, the acceleration curve and output torque are checked. In the second case, the engine itself is operated and controlled by the ANN controller. The PID controller response is compared with the ANN controller response, and the simulation results are presented in Fig. [10](#_bookmark13) through Fig. [13](#_bookmark16). As shown in Figs. [10](#_bookmark13) and [11](#_bookmark14), the outputs were improved concerning the size of the starting currents as well as the acceleration time response in the proposed ANN method. The phase current using the proposed ANN method has lower loss components or lower capacity in the same arrangement components.

From Figs. [12](#_bookmark15) and [13](#_bookmark16), from interval 0.7 s to 2 s, it is seen that for the desired speed there are spikes in the torque wave- form due to the conventional torque controller that draws more power and these ripples are suppressed using an ANN torque controller. For the actual torque in the steady state, the average loss capacity in the proposed ANN is reduced compared to the PID controller. This shows that the system generates actual torque smoother and reduces speed fluctua tion.

The fluctuation in the mechanical speed *ω*m and load torque TL is reduced with the ANN method. Furthermore, the ANN method shows a faster response in speed tracking. The ANN control achieves better robustness and less over- shoot than PID control by the same velocity reference. By equal initial conditions, the ANN control achieves a shorter duration of the transients. Another advantage of the ANN control is less deviation from the reference signal as shown in Fig. [13](#_bookmark16). As the figures showed, the proposed ANN method presents better dynamic performance than the PID scheme. Figures illustrate the harmonic velocity wave- form of PID and ANN, respectively. The simulation results show a net superiority of the proposed control as compared to the conventional PID. It can be observed from the simulation results that the torque and flux ripples have substantially reduced. Consequently, the stator current becomes
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Time offset: 0 **Fig14. Electromagnetic torque response of PID and ANN simulation results)**

more smother and its harmonic contents become smaller as shown in Fig. [11](#_bookmark14). The THD is reduced by 49.57% compared to conventional PID. Figure shows the efficiency of the IM drive vs. percent load. From the figure, the energy efficiency increases when the IM runs at optimal performance. By comparison between the results obtained by the controller tuned using some known tuning rules and the results obtained by the suggested rules in a worthier performance is achieved by the proposed controller. A comparison between PID and ANN control of this sys- tem is presented. Fine-tuning of the PID controller for the actual parameters of the model could lead to better results, but it could hardly outperform the ANN-based con trol. Furthermore, the PID controller is sensitive to changes in the system model (i.e., simulations of a vehicle with different mass or aerodynamics) and requires repetitive fine-tuning of the controller. Therefore, another advantage of ANN control is that training and tuning are performed automatically. ANN showed a faster response in both the settling time and the overshoot compared to the PID response for multi-step speed input. As a result, ANN showed better performance compared to the PID controller. ANN has also demonstrated the ability to control the speed of the 3-ph. IM and provide an accurate and fast response with no relatively large overshoot and stable state error. This shows the dynamic response for a 20-s simulation result. At time *t* 0, the vehicle is completely stopped and the accelerator is suddenly pushed to 70%. The car starts in electrical mode until the power required by the vehicle reaches 10 kW (at *t* = 0.8 s). At the time *t* 12 s, the brakes are pushed to 70%. This turns on the electric motor to transfer the brake energy to the battery and charge it for 4S. At the time *t* 16 s, the accelerator is suddenly pushed to 70% again [[41](#_bookmark62), [42](#_bookmark63)].

=

=

=

Fig Efficiency of the IM drive using PID vs. ANN

## **5. Experimental results**

Some experimental results are presented for the 1.5 kW induction motor employing the indirect rotor field-oriented control system as shown in Fig. In this case, a multilayer feedforward ANN is used to estimate the rotor speed. The developed circuit controller is designed and implemented using the ds PACE Micro Lab Box controller. Fig shows the experimental setup circuit that consists of IM, 3-ph. inverter, Lithium-ion batteries, and voltage and current sensors. The experimental results of the proposed control system show good stability and better performance of the suggested ANN on the traditional PID controller in full harmonic distortion. The experimental results were in good agreement with the simulated results. Figure shows the experimental waveforms of the gate control signal (*Q*1, *Q*2, *Q*3). Figure shows currents through switches *i*ds1 & *i*ds2 & *i*ds3. Figure shows stator current of the PID model. Figure shows an experimental validation of the stator current of the ANN model. Figure shows harmonic speed waveform of the PID model. Figure shows harmonic speed waveform of the ANN model. As shown in Figs. and, the experimental results reveal that ANN yields a 30% increase in core output with improved quality (i.e., less THD compared to PID). The experimental results exhibit the minimum ripples as previously obtained from the simulation results. The proposed control offers significantly torque and flux ripples reduction than the conventional PID and keeps the current harmonics content at low levels. Experimental results show that when IM operates at optimal flux, energy efficiency increases. These experimental results are more close to those obtained by simulation results. As the figures show, there is the superiority of the proposed controller in reducing the losses during drive cycles in an electric vehicle.

## **6. Conclusions**

In this paper, a simulation study was conducted on an electric motor driven by 50 horsepower; the results showed that the phase current contains fewer loss components or less capacity in the same arrangement components. For the actual torque in the steady state, the amplitude of the loss is reduced on average. This shows that the system generates the actual torque more smoothly and reduces the speed fluctuation of the higher system performance and satisfactory system response is obtained. Various performance indicators were measured such as override peak or lower condition, steady- state error, climb time, stability time, etc. The results of the proposed control scheme simulation show very good stability. The simulation results showed better performance of the ANN proposed on the conventional PID controller in ascension time, time stability, and peak step, and the experimental results were in good agreement with the simulation results obtained using the micro ds PACE laboratory box controller. The main contributions resulting from this work can be summarized as follows:

* ANN is more suitable for controlling nonlinear devices. Since the induction motor has a nonlinear model, the ANN is very suitable for the control of the induction motor in electric vehicles.
* Using the ANN controller, you can control the startup capacity as well as save more power during this time.
* Also, the cost and complexity of the console are reduced when designed by the ANN method, because it does not need data about the system used in detail.
* These controllers are capable of handling nonlinear signals with high efficiency, handling digital and analog data, and are powerful controllers.
* The proposed controller can produce smooth torque and improve system performance.
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