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***Abstract***— ***Convolutional neural networks (CNNs) are frequently used to extract the characteristics of traffic signs and categorise them into matching classes. Traffic sign recognition (TSR) is an integral component of driver assistance systems. In India, traffic sign recognition now has a baseline thanks to this effort (INDIA Traffic Signs 3K). Two models were selected: Faster R-CNN and YOLOv5 to test which deep learning models were best for the TSR problem. With the use of specialised radio frequency identification (RFID) tags, an intelligent traffic management system was developed to seamlessly pass emergency vehicles. In a wireless communication lab, the prototype was put to the test with various combinations of inputs, and the experimental outcomes were as predicted.***
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# I. INTRODUCTION

Traffic sign recognition (TSR) has been used in many practical applications, such as driver assistance systems, autonomous cars, and intelligent mobile robots. However, there are some obstacles to TSR, such as the complicated traffic scene on the road and imbalanced class frequencies in the datasets. Prior to convolutional neural networks becoming widely utilized, several feature extraction techniques and machine learning algorithms were the most common ways for detecting traffic signs. The Histogram Oriented Gradients (HOG) method was first used to detect people in traffic scenes, and it involved calculating the gradients in a colour picture together with normalized and weighted histograms. In India, the feature transform method was utilized to categorize window sliding, and a variety of machine learning techniques were used, including support vector machines, linear discriminant analysis ensembles, and random forests. India needs traffic control methods that are distinct from those used in Western nations because its roadways are crowded.

# II. ORGANIZATION OF WORK

The 1st section of this paper gives the introduction about the technological trends and need for Traffic sign recognition and clearance for ambulance using RFID. In the 3rd section we discuss about the survey on various related works. 4th section provides problem statement. 5th section provides the design and implementation of the system followed by the conclusion and future enhancements and references used.

# III. LITERATURE SURVEY

The first methods of object detection rely on feature extraction methods. Colour and shape factors were used to complete traffic-sign identification and categorization tasks effectively. Images were transformed to various colour systems, such as HSV (Hue, Saturation, Values), and a colour probability model based on Otha space was used to find the probability maps for each colour used in traffic signs. A green wave system was detailed to provide authorization to any emergency vehicle by turning all the red lights in its path to green. RFID traffic control is used to avoid problems associated with conventional traffic control systems and generates a dynamic time schedule for the movement of each traffic column in real time. This study's weakness is its failure to explore the lines of communication between the emergency vehicle and the traffic signal controller. RFID technology divides situations into emergencies and non-emergencies, eliminating wasteful traffic congestion.

1. *Convolutional Neural Network*

CNNs are a class of deep neural networks used for visual imaging. Multilayer perceptron’s are found in CNNs, allowing for efficient overfitting of the data. Depth, stride, and zero-padding are the three hyperparameters that regulate the convolutional layer's output volume size. Depth determines how many neurons in a layer connect to the same area of the input volume, stride determines how deep the columns are allocated around the input's width and height, and zero-padding controls the output volume's spatial dimensions.

1. *RFID Reader*

Radio Frequency Identification (RFID) is an IT technology that uses wireless communication to transfer signals without the use of hardware. It uses tags that are fastened to various components to store the specifics of the product or item being tracked. Active and passive tags are the two kinds of RFID technology, and their range is influenced by factors such as antenna, frequency, tag orientation, and environment.

# VI. PROBLEM STATEMENT

In order to maintain traffic flow efficiency and safety, proper inventory management of traffic signs is a crucial duty. This task is often carried out manually. Using a camera mounted on a moving vehicle, traffic signs are photographed, and manual localization and recognition are carried out offline by a human operator to ensure compatibility with the database.

Countries like India and Thailand, where it is impossible to create a separate lane for an emergency vehicle (like an ambulance), experience traffic congestion at an ever-increasing rate, making it difficult for the vehicle to move through the traffic as quickly as possible.

***V. METHODOLOGY***

1. *Traffic-Sign Recognition (TSR) in INDIA*

The development of a driver assistance system uses computer vision methods to identify traffic signs, but this activity often runs into ambiguous problems such as colour fading, confusion, and fluctuations in size and form. Studies have been conducted to address these issues and offer strategies to improve traffic sign recognition performance.

****

*Fig.1 The workflow of traffic-sign Recognition*

1. *Data Collection*

This project used the iPhone 11's 12-megapixel wide-angle camera to take realistic photographs of traffic signs in India. The dataset (INDIA-Traffic-Signs 3K) consists of 3436 images and 3545 instances, including Stop (236 instances), Keep Left (536 instances), Road Diverges (505 instances), Road Bump (619 instances), Crosswalk Ahead (636 instances), Give Way at Roundabout (533 instances) and Roundabout Ahead (480 instances).

*Table.1 Examples of seven categories in our benchmark (INDIA-Traffic-Signs 3K)*



1. *Automatic Signal Control System*

This module has employed a 125 KHz RFID reader and passive RFID tags for an experiment. When a vehicle enters the receiver's range, an RFID tag will communicate its own RFID to the reader. In a 2-minute period, the microcontroller linked to the RFID reader will count the RFID tags read. The length of the green light is set to 30 seconds for counts more than 10 and 20 seconds for counts between 5 and 9. The orange light will last for two seconds and the red light for ten.



*Fig.2 Implementation for automatic signal control*

***VI. RESULTS***

Our primary goal in this study is to assess how well neural network’s function when it comes to reading tiny traffic signals. As a result, we were more concerned with how to recognise traffic signs in India's diverse sizes. We utilised a scatter plot to more clearly display the distribution of various traffic sign sizes in our dataset. The INDIA Traffic Signs 3K dataset has 3,439 photos across 7 classes, with 1080 x 1440 pixel photos. The distribution of all classes is shown in Figure 3.



*Fig.3 The distribution of seven classes in our dataset.*

Figure 3 shows that the data distribution is satisfactory, except for the class "Stop". To improve the performance of two models, we split the data into two parts: 80% for training and 20% for validation.

1. *Experiment Results of Faster R-CNN*

This experiment used the Faster R-CNN model as a detector and VGG16 as a classifier to identify traffic-signs. Three metrics were used to assess performance: Precision, Recall, and Mean Average Precision with IoU 0.5 (mAP@0.5).

*Table 2 Experimental results for Faster R-CNN across seven classes*



The Faster R-CNN has a clear advantage in its ability to anticipate traffic signs, except for Keep Left, which has a Precision score of 0.899. The two classifications with the greatest accuracy scores are Stop and Road Diverges.



*Fig.4 Several tested images with class index.*

1. *Experimental Results of YOLOv5*

We used YOLOv5, a distinct end-to-end network from Faster R-CNN, to train a model based on the categorization of each of the dataset's seven classes. Table 3 presents the experimental findings.

*Table 3 Experimental results for YOLOv5 across seven classes*



The recognition rate for stop signs in Table 3 is still accurate (0.952). However, the Keep Left prediction's accuracy has increased slightly (0.02). The YOLOv5's output consistently achieves results over 0.9 for traffic-sign identification.



*Fig.5 The metrics for evaluating the overall performance of YOLOv5.*

***VII. FUTURE ENHANCEMENT***

Duplicate research is being done on traffic sign recognition. To make the project more educational, we will include additional types of traffic signs in India. Testing the prototype with extended range RFID scanners will allow for further improvements. We now have a system in place that only takes into account one route at the traffic intersection, which can be enhanced by being applied to every road in a multi-road intersection.

.

***CONCLUSION***

This paper provides a tailored benchmark for traffic-sign identification tasks across India. It has seven classifications of traffic signs from INDIA, with a total of 3,436 pictures. Two models that were run on the dataset produced very encouraging findings. The traffic policeman's human labour is reduced by automatic traffic light regulation based on the volume of traffic along the route, and the fastest possible arrival time is required for emergency vehicles like ambulances and fire engines. As long as the emergency vehicle is parked at the traffic intersection and has clearance, the traffic light changes to green. After the emergency vehicle has passed, the signal turns red.

.
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