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**ABSTRACT—**with the advancement of technology, social media has become an integral part of most people's daily lives. Most people routinely post text, photos, and videos to social media platforms (e.g. Twitter, Snapchat, Facebook, and Instagram). Sharing images is one of the most popular activities on social media. So, it's important to keep an eye on the photos people post online. It is now relatively simple for individuals or small groups to create such images and spread them widely in a short amount of time, posing a threat to the veracity of the news and public trust in the means of social communication. The purpose of this study was to provide a method for automatically extracting and categorising picture information, checking the authenticity of digital photographs, and detecting modification. Instagram is a website and smartphone app that allows users to share and view photographs. This enables users to snap images, modify them with digital filters, and share them with the world. Instagram postings include a wide variety of undesirable material, including threats and faked photographs, which may have serious consequences for public safety and order.

**I. INTRODUCTION**

The way individuals communicate and go about their daily lives has unquestionably been altered by the rise of social media. Numerous individuals are drawn to the social networking sites that have become popular media phenomena in recent years. There are currently more than three billion users around the globe. In the Gulf, the population of active users has increased by more than 66%. More than 75% of Saudi Arabia's estimated 25 million individuals are active users, placing it sixth in the world for social media penetration. The pillars around which social communities are built provide a safe space for individuals to feel comfortable expressing themselves, learning from one another, and making new friends who share their passions and perspectives. The most widely used social networking sites now are Facebook, Twitter, and Instagram. be in sync with their passions. Facebook, Twitter, and Instagram are three of the most widely used social media platforms today. Online picture sharing via platforms like Instagram has become commonplace. Currently, at least 80 million photos are uploaded to Instagram every day. Instagram lets its users snap images using digital cameras, modify them with special filters, and share them on the web with brief descriptions. Billion photographs are posted and shared every day on social media. In today's technology world, many individuals have found themselves the targets of picture fraud. The legal system may be thrown off by criminals who use special software to manipulate and submit photographic evidence. To stop this, it would be helpful if all photos shared on social media were clearly marked as authentic or fraudulent. Knowledge may be easily shared and disseminated via social media. Unintentional misleading propaganda may mislead and even seduce individuals if precautions are not taken. Some of these photographs may seem authentic owing to pixelization and sloppy efforts by beginners, even though most images have been edited using Photoshop and the manipulation is obvious. Especially in the field of policy, a politician's reputation may be severely damaged by the use of doctored photos.

The goal of this study is to use machine learning methods to propose a classifier model using a convolutional neural network (CNN) that may make use of prior knowledge in order to recognise and categorise images obtained from social media. An picture is used as input, and a powerful classification technique is proposed here (the CNN model). The proposed study's findings will aid in social media content surveillance and the identification of fraudulent activity on social networking sites, particularly in the area of visual material.

**II. RELATED WORK**

Locality-preserving dimensionality reduction and classification for hyperspectral image analysis.

Dimensionality reduction of hyperspectral imaging using spatial and spectral information is accomplished via a locality-preserving projection and local Fisher discriminant analysis. When considering a Gaussian-mixture-model classifier, these methods maintain the local geometric structure of hyperspectral data in a low-dimensional subspace. The suggested categorization method makes use of local spatial information, which is likely to be more multimodal than just spectral data. The system outperforms conventional classification methods as shown by experimental hyperspectral data.

**ImageNet Classification with Deep Convolutional Neural Networks**

For the ImageNet LSVRC-2010 competition, we trained a massive, deep convolutional neural network to categorise the 1.2 million high-resolution photos into the 1000 classes. Top-one and top-five error rates of 37.5% and 17.0%, respectively, were attained on the test data, respectively. A total of 650,000 neurons and 60 million parameters make up the neural network, which is composed of five convolutional layers, some of which are followed by max-pooling layers, and three fully-connected layers followed by a 1000-way softmax. Non-saturating neurons and a very efficient GPU version of the convolution function were employed to speed up the training process. We used a newly established regularisation approach termed dropout, which was particularly helpful in reducing overfitting in the fully-connected layers. We also put a variation of our model into the ILSVRC-2012 competition, where it placed first in the top five with a test error rate of 15.3 percent, compared to 26.2 percent for the runner-up.

**III. METHODOLOGY**

In this study, we investigate a supervised machine learning classification issue [14,18] in which the input sample is labelled or classified during the training phase. A distinction may be made between "real" and "false" images using two distinct labels. The study makes use of deep learning using a more traditional neural network (CNN). Features that are fed into neural networks Extraction of features is a crucial stage in automated techniques based on approaches to machine learning, and features in a neural network are the variables or properties in the data set. Ideally, you'll be able to glean some insights from the collected data. Convolutional neural networks employ features to make picture classification decisions. The network itself teaches these characteristics throughout the training phase. One goal of features is to recycle existing features from a dataset to make a smaller collection of features (and then discarding the original features). The original set of features should then be summarised by this new streamlined collection of features. So, by combining the original set, we may get a streamlined version of the original characteristics. B. Designing an Architecture for a New Kind of Fake-Image Detection Algorithm In computer science, a CNN is a convolutional neural network.

**FIG 3.1 CNN ARCHITECTURE**

**IV. RESULT AND DISCUSSION**

By using this project we generate one model for finding the fake images using ML algorithm.



**Fig 4.1 Generating the image**



**Fig 4.2 classification of image**

From above image we can assume if we upload an image the it will display that image is original or duplicate.

**V. CONCLUSION**

The use of electronic assaults has recently become more common in Saudi Arabia. At the moment, there is neither a coherent plan nor a standardised set of procedures in place to safeguard us from the risks of piracy and threats, particularly with respect to the permeation of social media and the proliferation of fake accounts. This is why Saudi Arabia is pouring resources into the field of information security, which seeks to safeguard the country's digital infrastructure against intrusion and emphasises the creation of methods and instruments to keep hackers out of online communities like social media. This study has helped communities protect their technical infrastructure from piracy and cyber threats and strengthen their information security, where the crime of image forgery poses a threat to societies, by facilitating the rapid detection of fraud in social media, particularly in the field of images, which has helped solve the problem of spreading rumours and promoting false news on social networking sites. Neural networks have its advantages and disadvantages, such as being computationally costly and hence needing the usage of robust and separate processing units. In order to train for complicated tasks, neural networks need a powerful central processing unit. In addition, the quality and quantity of input data greatly affects the performance of neural networks. When data volumes are low, network performance suffers and vice versa. There are millions of parameters in a neural network, therefore a massive quantity of information is needed to train it. Neural networks may be useful, but training them takes time and a lot of data. In this study, we employed supervised learning to train a massive, deep convolutional neural network, and the findings show that it can reach unprecedented accuracy—up to 97%—on a hard dataset. The findings of this study will aid in the surveillance and monitoring of social media material, as well as the detection of fraud on social networking sites, particularly in the realm of photographs. The convolutional neural network design implicitly blends the advantages achieved from regular neural network learning with the convolution process to provide accurate object identification. CNN and its derivatives, like neural networks, may be tuned to big datasets, which is common practise when categorising things. One of the suggestions for the future is to use a more intricate and in-depth model for issues that are difficult to foresee. Combining deep neural networks with improved learning theory yields a more efficient model. Modeling user behaviour in sparse sequence data often requires taking into consideration non-linear interactions and non-monotonic short-term sequential patterns; yet, these aspects are often overlooked in neural network solutions. To find a solution, neural networks might be included into a model. Grayscale photographs, for example, might be added to the dataset and utilised for training.
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