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ABSTRACT
	Emerging computer-based technologies are developing too quickly. Many potentials exist in digital healthcare to lower human error, enhance therapeutic outcomes, and monitor data over time. Artificial Intelligence (AI) technologies, including Machine Learning (ML) and Deep Learning (DL) algorithms, are widely employed in the prediction and diagnosis of numerous diseases, especially those whose diagnosis is based on imaging or signaling analysis. AI can also aid in determining whether groups of people or geographical regions are more likely to have a disease or engage in high-risk activities. Due to the sophisticated algorithms that allow for the automatic extraction of better features, ML approaches have seen substantial success in the analysis of medical images. There are three types of machine learning (ML) that are based on learning techniques: supervised (classification, regression, and composition), unsupervised (association, clustering, and dimensionality), and reinforced learning.
A successful method for classifying and analyzing images is the convolution neural network (CNN), which is a supervised deep learning (DL) model. Fully connected layers with standard weights make up CNN, which reduces the number of parameters needed to train features through the backpropagation method. They are made to take spatial data out of the input images. CNN attempts to automatically classify picture data, learn hierarchical features, and extract their characteristics. This algorithm's key benefit is learning extremely abstract characteristics with few parameters and straightforward preprocessing
1. INTRODUCTION
	Emerging computer-based technologies are developing too quickly. Many potentials exist in digital healthcare to lower human error, enhance therapeutic outcomes, and monitor data over time. Artificial Intelligence (AI) technologies, including Machine Learning (ML) and Deep Learning (DL) algorithms, are widely employed in the prediction and diagnosis of numerous diseases, especially those whose diagnosis is based on imaging or signaling analysis. AI can also aid in determining whether groups of people or geographical regions are more likely to have a disease or engage in high-risk activities. Due to the sophisticated algorithms that allow for the automatic extraction of better features, ML approaches have seen substantial success in the analysis of medical images. There are three types of machine learning (ML) that are based on learning techniques: supervised (classification, regression, and composition), unsupervised (association, clustering, and dimensionality), and reinforced learning.
A successful method for classifying and analyzing images is the convolution neural network (CNN), which is a supervised deep learning (DL) model. Fully connected layers with standard weights make up CNN, which reduces the number of parameters needed to train features through the backpropagation method. They are made to take spatial data out of the input images. CNN attempts to automatically classify picture data, learn hierarchical features, and extract their characteristics. This algorithm's key benefit is learning extremely abstract characteristics with few parameters and straightforward preprocessing.

2. METHODOLOGY
Support Vector Machines (SVM), Decision Trees, and Random Forests are examples of supervised learning algorithms that could be used to build a machine learning-based system for multiple illness prediction. A dataset containing the medical records of patients with different conditions would be used to train the system. The model would receive as inputs characteristics like the patient's age, gender, medical history, way of life, and environmental factors. With the data at hand and the model that has been trained, it is possible to determine which disease a patient is most likely to have. In order to aid in the diagnosis and treatment of a certain disease, the model can also be used to pinpoint risk factors related to that condition. The system might potentially make use of natural language processing to examine and extract data from text sources. 
Decision Tree
This particular supervised machine learning technique focuses primarily on categorization issues. Creating a training model that may be used to forecast the class or values of the desired value is the primary goal of employing decision trees. To do this, basic decision procedure inference is learned from previously collected data (training data. Using the decision tree approach, we begin by predicting the class at the tree's root. We combine the root characteristic's values with the trait of the data. We move to the next node with the branch that is parallel to that value on the basis of differentiation. The decision Tree divides the symptoms in this system according to their classification, which reduces the complexity of the dataset.
Random Forest
A random forest can be constructed by merging N decision trees, and then it can be used to make predictions for each tree that was produced in the first step. Supervised machine learning algorithms include Random Forest. Although it is utilized for both classification and regression, classification problems are its main focus. The use of Random Forest is fairly simple, as is the implementation. If we need to create a model quickly, Random Forest is the ideal replacement. A large number of decision trees are built during the training phase of Random Forest, an ensemble learning technique. By using voting, it determines which answer is best. Several decision trees make up Simple Random Forest. A forest of trees is produced. The accuracy rate is precisely related to the number of trees in the forest, which also solves the overfitting issue. Because Random Forest is not dependent on overfitting and is insensitive to dataset noise, it performs well when applied to real-world issues. It is very effective and offers superior performance to other tree-based algorithms. Bootstrap aggregation or bagging is commonly used for tree learning.
KNN
KNN is a supervised learning algorithm that classifies fresh data points based on metrics of similarity. It is a non-parametric method, which means that it makes no assumptions about the underlying data. KNN is a lazy learner approach as well because it doesn't do any training and just keeps the training dataset without trying to derive any discriminative functions from it. KNN is based on the concept of the feature similarity approach, which assumes that homogenous objects exist nearby. Also, it is an approach for instance-based learning in which the function is roughly local. This approach is utilized when there are non-linear decision-making divisions between classes and it can handle vast amounts of data.
XGBoost
XGBoost is an open-source machine-learning library for gradient boosting. It is an optimized distributed gradient boosting library designed to be highly efficient, flexible, and portable. It implements machine learning algorithms under the Gradient Boosting framework. XGBoost is used for supervised learning tasks such as classification and regression. XGBoost provides a parallel tree boosting (also known as GBDT, GBM) that solves many data science problems in a fast and accurate way. XGBoost is an implementation of gradient-boosted decision trees designed for speed and performance. It is a scalable, portable, and accurate library for large-scale machine learning. XGBoost uses a more regularized model formalization to control over-fitting, which gives it better performance. It also has tools for parallel processing, allowing it to exploit the power of multiple computers to perform computations in a fraction of the time. It has a wide range of hyperparameters that can be tuned to improve the model's performance.

3. MODELING AND ANALYSIS
By employing the system, the patient can predict the disease. The output is displayed based on the trained model of the user input after the user adds the input for the particular ailment.
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4. RESULTS AND DISCUSSION
The application of DL and ML approaches holds considerable promise for revolutionizing the disciplines of disease detection and prediction. When it comes to illness, the accuracy and correctness of the diagnosis are the most crucial components of the treatment process. AI has proven to be extremely accurate in detecting diseases from photos and forecasting treatment outcomes in terms of survival rate and response to therapy. The system's diabetes illness prediction model used the knn algorithm, the xgboost method, and the random forest algorithm since they each offered the best levels of accuracy. The disease-specific parameter that the patient adds will reveal whether or not the patient has the condition in issue.


5. CONCLUSION
The fields of disease diagnosis and prediction have a great deal of promise to be revolutionized by DL and ML techniques. The accuracy and correctness of the diagnosis are the most important aspects of the treatment procedure when it comes to sickness. When it comes to the detection of diseases based on images as well as the forecasting of treatment results in terms of survival rate and treatment response, AI has demonstrated a high degree of accuracy. The vast amount of image data necessitates its application into processing stages through quick, accurate, and reliable computing power offered by AI techniques. Accurate disease identification, efficient treatment, and patient safety are crucial factors in disease diagnosis. AI consists of huge and varied data, algorithms, deep learning techniques, different types of neural networks, and cutting-edge technologies that are continually developing to fulfill human requirements. The results of this study show that SVM performs the best for predicting cardiac problems. Due to their high accuracy and quick image recognition, supervised DL networks, such as CNN-based models, are frequently utilized, particularly for the diagnosis of respiratory, lung, skin, and brain illnesses, which has produced notable results. KNN typically performs best when combined with other networks, such as SVM, for the diagnosis of breast cancer. Thus, DL and ML have a significant impact on the prognosis of many diseases mentioned in this article because of their excellent experimental outcomes in the detection and classification of medical pictures. Hence, by maximizing the utilization of various resources, AI-based technologies help medical systems diagnose and anticipate illnesses. Also, with the quick advancement of AI technology, it will no longer be difficult to objectively diagnose a variety of ailments.
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