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Abstract

Communication challenges persist among individuals with hearing disabilities, given the limited prevalence of sign language proficiency within the general population. This research endeavors to devise an approach, with the overarching goal of ameliorating communication hurdles faced by those with hearing impairments by translating the speech into configurable Sign Language (cSL). Acknowledging the arduous nature of obtaining sign language skills, this study introduces a viable solution through the amalgamation of speech recognition, image processing technologies and machine learning solutions. The evolution of sign languages has significantly augmented communication accessibility for the deaf and hard of hearing communities. Within this scholarly endeavor, we propose the implementation of a real-time system proficient in recognizing speech through Recurrent Neural Networks (RNN). This system further embraces the sequence-to-sequence learning to transmute recognized speech into textual form. Subsequently, the text undergoes translation into cSL using machine learning framework, culminating in its manifestation as a series of images, seamlessly presented through augmented reality glasses.

I. Introduction

Over 1.5 billion people (nearly 20% of the global population) live with hearing loss, and about 430 million of them have disabling hearing loss [1]. Sign language is a primary means of communication for deaf and hard of hearing people, and there are over 300 different sign languages used throughout the world today [2]. Sign language empowers disabled people to participate in various aspects of social life, but it relies on trained sign language interpreters, who often charge for their services and have limited availability.

This work presents a solution to this problem by recognizing speech and translating it to sign language before presenting in augmented reality (AR) glasses. Research and interviews with deaf people have shown that they can better understand translation if they can simultaneously see the speaker's mouth and sign language [3]. Additionally, around 30% of what is said can be read from the speaker's lips if the mouth movements are clear [4].

These findings led us to choose the approach of using AR glasses to display translated sign language. This allows deaf people to follow the situation while translation is being provided in their field of view, for example through an avatar. An AR avatar provides additional benefits for deaf people by allowing them to follow the translation as well as the speaker's facial expressions and gestures. This allows for more natural and engaging conversations, with eye contact and facial expressions.

II. Related Work

Researchers have developed a variety of approaches to build or recognize sign languages and hand gestures from different parts of the world. Often researchers have focused on developing systems that can recognize sign languages that are unique to specific continents, countries, or regions.

One such example is the Virtual Signing, Animation, Capture, Storage, and Transmission (ViSiCAST) translator, proposed by Bangham et al. [4]. This system translates English to British Sign Language (BSL) using Head-driven Phrase Structure Grammar (HPSG) and the Prolog-based freeware system Attribute Logic Engine (ALE) [5].

Another example is the American Sign Language (ASL) Workbench, developed in 2001. This text-to-ASL system uses Lexical Functional Grammar (LFG) to represent English in ASL [6, 8]. It is one of the most sophisticated machine translation systems and uses a phonological model based on the Movement-Hold principle of ASL phonology.

Similarly, another text-to-ASL translation system that represents the source text in ASL using Synchronous Tree Adjoining Grammar (STAG) [7]. To recognize the correct word-sign pair, the system maintains a multilingual lexicon. The output of the system is a written ASL gloss notation. The synthesis module of the system then generates an animated human model.

Researchers in South America have also developed Brazilian Sign Language (LIBRAS), a natural language with its own grammar, syntax, and vocabulary, is used by deaf communities in urban Brazil. It is not simply a visual representation of Portuguese.

III. METHOD AND TECHNIQUES

Existing work on sign language translation has largely focused to enable communication within local deaf communities by targeting specific regional sign languages. However, the global connectivity of today's world creates a need for solutions that allow the deaf and hard-of-hearing to surpass geographical barriers. This work proposes an approach to make spoken communication accessible to sign language users irrespective of their location. We suggest utilizing techniques to automatically detect spoken language and translate corresponding text into the desired sign language. This global approach equips users with personalized communication accessibility as they travel or interact with global audience, enabled by a single pair of AR glasses.

Speech Transcription – Automatic speech recognition (ASR) facilitates real-time transcription of spoken language into text. Robust systems necessitate training general-purpose models on extensive and diverse speech datasets. We propose utilizing recent advances in multitask, multilingual ASR models to enable live transcription and translation. Specifically, Whisper, developed by OpenAI and trained on 680,000 hours of speech across 97 different languages and tasks [10], exemplifies a model capable of automatic language identification, speech recognition across multiple languages, and speech-to-text translation. Adoption of such models addresses the need for widely applicable, accurate, and low-latency speech transcription capabilities. Further research should explore optimizations for streaming speech input, as well as domain-specific customization to maximize accuracy for target use cases. Overall, leveraging the latest multitask ASR models represents a promising approach to enabling ubiquitous speech transcription services.
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Figure1: Open AI Whisper Speech Recognition Model [13]

In addition to the Whisper, Meta recently open-sourced SeamlessM4T model represents another option for multilingual speech translation. SeamlessM4T is trained on over 100 languages [12] using a massive multitask framework spanning speech recognition, speech translation, and text translation.

Natural Language Processing (NLP) – The raw output of automatic speech recognition systems requires additional processing to ensure high-quality text. Natural language processing techniques can enhance recognized speech by correcting errors commonly encountered in spoken language. This includes text cleaning to handle disfluencies, punctuation insertion, and capitalization. Grammatical error correction is also beneficial for fixing malformed or unstructured sentences. Furthermore, sentiment analysis models could infer emotional cues to insert appropriate punctuation. Overall, passing ASR transcripts through NLP pipelines to perform tasks such as text cleaning, grammar correction, and sentiment-based formatting improves the cohesiveness, readability, and utility of the resulting text. Further gains can be achieved by optimizing NLP models to handle and correct the types of errors typified by live speech transcription. Targeted development of such speech-tuned natural language processing systems will enable higher-quality usable text output from speech recognition.
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Figure2: Steps Involved in NLP

Sign Language Translation - After processing the speech recognition transcripts through natural language pipelines, the next step is translating the text into regional sign languages (configurable) for accessibility. Regional sign language translation necessitates labeled paired data of text and corresponding sign language sequences. With a curated dataset, machine learning and deep learning models such as recurrent neural networks (RNN) can be trained to map text to a regional sign language animation. Specifically, sequence-to-sequence models with encoder-decoder architectures are well-suited for this text-to-sign translation task. The sign output can be represented using 2D/3D animation libraries or avatar movements compatible with tools like Unity3D. Mapping the model outputs to control avatar motion generates an intuitive visualization of the sign language translation. Tailoring such translation models to each regional sign language and training on available text-sign data enables extending the accessibility of the speech recognition system. Priority should be placed on collaborating with the Deaf community to ensure accurate and representative sign language datasets.
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Figure3: Block Diagram in Sign Language Translation

Augment Reality (AR) Glasses Display - Delivering the translated sign language avatars in an AR interface can further enhance comprehension for deaf users. AR overlays computer-generated information onto real-world visuals, transforming the user's field of view into an enhanced display. By overlaying avatars of the speakers mapped to the live speech recognition output, deaf users can simultaneously view lip movements synchronized with the translated sign language animations. Research indicates that combining lip reading and sign language can improve understanding, as facial expressions provide complementary emotional and grammatical cues [3]. Augmented reality provides an ideal medium for seamlessly integrating multiple modes of communication. Overall, an augmented reality interface delivers an inclusive and accessible experience for deaf users that transcends current limits of remote communication.

End to End Methodology - The proposed method converts speech to sign language in four stages. First, audio input from AR glasses is transcribed to text via multilingual speech recognition models. Second, natural language processing corrects errors typical of spoken language transcripts. Third, the cleaned text is translated to regional sign language animations based on detected language. Finally, sign language avatars are rendered in the AR interface for viewing.
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Figure3: Working of the End-to-end System in a Flowchart
IV. CONCLUSION
In summary, this work proposes an end-to-end pipeline to provide live sign language translations for improved accessibility. First, automatic speech recognition transcribes spoken audio into text in real-time using recent multitask models like OpenAI Whisper, SeamlessM4T etc. Natural language processing techniques then refine this raw text by cleaning, structuring, and inferring intent. Next, sequence-to-sequence models tailored to each regional sign language translate the text into sign animations. Finally, an augmented reality interface overlays computer-generated avatars performing the translated sign language on top of views of the actual speakers. This allows deaf users to simultaneously integrate information from lip movements with the sign translations. The proposed approach combines state-of-the-art speech recognition, natural language processing, sign language translation, and augmented reality technologies to explore a new paradigm for accessible communication. Overall, this work aims to drive progress towards inclusivity in remote communication for deaf communities worldwide.
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