Improving Learning Experience of Students by Early Prediction of Student Performance using Machine Learning
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***Abstract*— Early indications regarding students’ progress help academics to optimise their learning strategies and focus on diverse educational practices to make the learning experience successfully. Machine learning application can help academics to predict the expected weaknesses in learning processes and as a result they can proactively engage such students in better learning experience. We applied logistic regression, linear discriminant analysis, K-nearest neighbors, classification and regression trees, gaussian Naive Bayes and support vector machines on historical data of student grades in one of the undergraduate courses and developed a model to predict the grades of students taking the same course in the next term . Our experiments show Linear discrimination analysis as the most effective approach to correctly predict the students’ performance outcome in final exams. Out of total 54 records, 49 were predicted by model as expected giving 90.74% of accuracy.**
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1. INTRODUCTION

Academia has seen a significant shift from conventional learning towards a student centric learning approach. Conventional learning approach focuses on delivering lecture and student passively absorb the content and teacher use different assessments to evaluate the performance of students[1]. However, student centric learning approach advocates for fostering a successful learning experience of learners. As a result, it becomes very critical for the instructors to continuously monitor the progress of learners and optimize educational strategies accordingly. Therefore, formative assessments become a vital tool for instructors to assess the effectiveness of learning process.

Machine learning applications have huge potential to help instructors to identify the weak performance of students by enabling an early warning system. As a result, the instructors can focus more on such weak students to make them ready by the time summative assessments are scheduled. In this paper, we have applied different machine learning algorithms on the historic results of a course being taught in bachelor’s in computer information systems program to find out the prediction accuracy. These models will be used on formative assessments of future students and if the model predict that students have higher probability of failing a course then alternative educational strategies would be employed to make his/her learning experience improved.

In the next section related work is discussed which is followed by problem statement, discussion of the experiment details and results followed by conclusion at the end.

1. BACKGROUND STUDY

There have been many research contributions in the education context dealing with education quality [2][3][4], teaching reflections [5][6], curriculum design [7] and plagiarism [8]. With the advent of data science and machine learning several research studies have been conducted to predict student performance using machine learning techniques. Iqbal et al. [9] have used advance machine learning techniques to analyse real data of students in private sector university. They argued that early prediction of student grades can help them to perform better in their courses. Similarly, Elbadrawy et al. have used and investigated different recommender systems to correctly predict student grades ahead of time. They argued that Matrix Factorization and Personalized Multi-Linear Regression Models can be successfully used to predict the next term grades of students with low error rate [10]. Several classification models have also been used by Xu Zhang et al [11] to predict grades of student academic performance. By using and comparing classification algorithms Naive Bayes, Decision Tree, Multilayer Perceptron and Support Vector on real student data, they have argued to achieve 65.90% accuracy on the training set and 62.04% accuracy in the test set. Additionally, Rida et al [12] have also used and compare classification algorithms in terms of accuracy, precision, recall and F-factor to predict student grades. Study revealed that among Naïve Bayesian [NB] classifier, Decision Tree [DT], and Multi-Layer Perceptron (MLP), DT is most accurate with 97.69% accuracy and 95.6% of precision on their set of data. Wan Fairos et al. [13] have developed predictive model using supervised learning classification algorithms to predict student performance in one of the universities in Malaysia. Study showed that based on several measures such as accuracy measure, precision, recall and ROC curve, the Naïve Bayes outclass other classification algorithms. Study conducted by Chitra and Rashmi [14] showed the machine learning techniques and mathematical models to aid the instructors in understanding of student’s learning styles and behaviours. Another study by Nikola et al. [15] demonstrate a detailed analysis and comparison of several supervised machine learning techniques to output student performance
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prediction in the final exams, i.e. determining the number of students who are at the verge of dropping out from the course. It also helps them to predict the scores of students in the coming exams. Sotiris Kotsiantis et al [16] in their study have showed efficiency of machine learning methods to forecast student performance in distance education systems. They argued that machine learning methods could enable instructors to predict student grades with substantial accuracy ahead of time i.e. before the final examination that will enable students to perform better. Similarly several other studies [17][18][19][20] have used supervised and unsupervised machine learning algorithms and techniques to predict student performance ahead of time in order to achieve better student performance.

1. PROBLEM STATMENT

For this study, we would like to early predict (before final exam) student final grade (A, B, C, D, E or F) in one of the undergraduate courses in order to identify weak learners to overcome the difficulties, which they are facing in the learning process. Early grade prediction will not only help instructors to know the students who need academic support, but will also help students to work on their weakness to get good grades in the finals. Furthermore, the findings will help instructors to revisit their educational strategies to foster better learning experience.

IV. METHODOLOGY

Real historical data of students taking one of the undergraduate courses is collected across the batch 2016, 2017, 2018 and 2019. The dataset contains 250 students of undergraduate program. The data of each student contains marks obtained by students in assessments (Quiz1=5 Marks, Quiz2=5 Marks, Midterm Exam=20 marks, Project=15 Marks, L



Fig.1.Marks Distribution

V.E XPERIMENTATION

Experiments were conducted using python in PyCharm. Data set is divided into ratio of 80% to 20%, having 80% as training data and 20% as testing data. Random student data is also used to predict grades in order to validate the model. Data underwent several steps to get it ready for use.

*A. SMOTE for Imbalance Data*



SMOTE (Synthetic Minority Over-sampling Technique) was applied for imbalanced classes of data. It is an

Fig. 3. Algorithm Comparision-Accuracy

Fig.2.Accuracy

It can be clearly seen from the accuracy data that Linear Discrimination Analysis has the highest estimated accuracy value of about 0.81 or 80.1% followed by SVM (Support Vector Machine) which is also 0.80 or 80%.

*a) Precision, Recall, F1-Score and Kappa:*

|  |  |  |  |
| --- | --- | --- | --- |
|  | TABLE I. | MEASURES AND THEIR VALUES |  |
|  |  |  |  |  |  |  |
| **Algorithm** |  | **Precision** | **Recall** | **F1-Score** |  | **Kappa** |
| LR |  | 68.89 | 68.89 | 71.11 |  | 60.73 |
| LDA |  | 80 | 80 | 77.78 |  | 74.75 |
| KNN |  | 82.22 | 82.22 | 82.22 |  | 79.36 |
| CART |  | 71.11 | 73.33 | 68.89 |  | 77.18 |
| NB |  | 82.22 | 82.22 | 82.22 |  | 77.12 |
| SVM |  | 86.67 | 86.67 | 86.67 |  | 86.26 |

VI. EARLY GRADE PREDICTION

According to the comparative analysis given above, LDA (Linear discrimination analysis) seems to be the most accurate algorithm. So, model based on LDA was selected to predict grades of undergraduate students based on marks obtained in selected assessments (Quiz 1 and 2 (Q1, Q2), Lab (L), Project (P), Midterm Exam (M)) of the course. Table III shows student marks and predicted grades (PG) by the model, expected grades (EG) and status (S). For this case study LDA has correctly predicted 49 records out of 54 total records of

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Sr** | **Q1** | **Q2** | **M** | **P** | **L** | **PG** | **EG** | **S** |  |
|  |  |  |  |  |  |  |  |  |  |
| 1 | 1.75 | 5 | 16.5 | 12 | 14 | B | B |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 2 | 5 | 5 | 17 | 11 | 14.5 | A | A |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 3 | 5 | 4 | 10.5 | 10 | 14.5 | C | C | Needs |  |
|  |  |  |  |  |  |  |  | Academic |  |
|  |  |  |  |  |  |  |  | Support |  |
| 4 | 5 | 5 | 17 | 12 | 14.75 | A | A |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 5 | 5 | 5 | 18 | 12 | 14.5 | A | A |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 6 | 3.25 | 4 | 14.5 | 13 | 14.5 | B | B |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 7 | 3.75 | 5 | 14.5 | 14 | 14.5 | A | A |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 8 | 1.5 | 5 | 7.5 | 12 | 14.5 | C | C | Needs |  |
|  |  |  |  |  |  |  |  | Academic |  |
|  |  |  |  |  |  |  |  | Support |  |
| 9 | 5 | 5 | 19.5 | 11 | 14.25 | A | A |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 10 | 3.75 | 5 |  | 10 | 13.5 | A | B |  |  |
| 17 |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 11 | 4.25 | 5 | 13 | 9 | 14.5 | C | C | Needs |  |
|  |  |  |  |  |  |  |  | Academic |  |
|  |  |  |  |  |  |  |  | Support |  |
| 12 | 2.5 | 4 | 14.5 | 9 | 14 | C | C | Needs |  |
|  |  |  |  |  |  |  |  | Academic |  |
|  |  |  |  |  |  |  |  | Support |  |
| 13 | 5 | 4 | 16.5 | 10 | 13 | C | B |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 14 | 3.25 | 5 | 11.5 | 12 | 12 | D | D | Needs |  |
|  |  |  |  |  |  |  |  | Academic |  |
|  |  |  |  |  |  |  |  | Support |  |
| 15 | 5 | 5 | 18 | 13 | 12 | A | A |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 16 | 3.25 | 5 | 13 | 14 | 14 | B | B |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 17 | 2.75 | 3 | 14 | 11 | 13 | C | C | Needs |  |
|  |  |  |  |  |  |  |  | Academic |  |
|  |  |  |  |  |  |  |  | Support |  |
| 18 | 4 | 5 | 17 | 14 | 12 | B | B |  |  |
|  |  |  |  |  |  |  |  |  |  |
| 19 | 3.25 | 5 | 16 | 13 | 12 | C | C | Needs |  |
|  |  |  |  |  |  |  |  | Academic |  |



|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  | Support |
|  |  |  |  |  |  |  |  |  |
| 20 | 4 | 4 | 17.5 | 14 | 13.5 | B | C |  |
|  |  |  |  |  |  |  |  |  |
| 21 | 3.75 | 5 | 15.5 | 11 | 11 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 22 | 5 | 5 | 16.5 | 12 | 14 | B | B |  |
|  |  |  |  |  |  |  |  |  |
| 23 | 5 | 5 | 16 | 9 | 12 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 24 | 4.25 | 5 | 15.5 | 13 | 13 | B | B |  |
|  |  |  |  |  |  |  |  |  |
| 25 | 3.75 | 5 | 18.5 | 13 | 14.5 | A | A |  |
|  |  |  |  |  |  |  |  |  |
| 26 | 5 | 5 | 18.5 | 13 | 14.5 | A | A |  |
|  |  |  |  |  |  |  |  |  |
| 27 | 5 | 5 | 13 | 13 | 14.5 | C | D |  |
|  |  |  |  |  |  |  |  |  |
| 28 | 3.5 | 5 | 15 | 14 | 14.5 | B | B |  |
|  |  |  |  |  |  |  |  |  |
| 29 | 1.25 | 5 | 11 | 13 | 14 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 30 | 5 | 5 | 19 | 13 | 14.5 | A | A |  |
|  |  |  |  |  |  |  |  |  |
| 31 | 3.25 | 4 | 16.5 | 12 | 14.5 | B | B |  |
|  |  |  |  |  |  |  |  |  |
| 32 | 5 | 5 | 20 | 13 | 14.5 | A | A |  |
|  |  |  |  |  |  |  |  |  |
| 33 | 3.5 | 5 | 15.5 | 10 | 12.5 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 34 | 4.5 | 5 | 7.5 | 10 | 14.5 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 35 | 3.75 | 5 | 16.5 | 12 | 14.5 | B | B |  |
|  |  |  |  |  |  |  |  |  |
| 36 | 4.25 | 5 | 18 | 12 | 14.5 | B | B |  |
|  |  |  |  |  |  |  |  |  |
| 37 | 3 | 5 | 17.5 | 12 | 13.75 | B | B |  |
|  |  |  |  |  |  |  |  |  |
| 38 | 3.75 | 5 | 19 | 12 | 14.5 | A | A |  |
|  |  |  |  |  |  |  |  |  |
| 39 | 3.75 | 5 | 12.5 | 12 | 14 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 40 | 3.5 | 5 | 11 | 12 | 13.5 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 41 | 2.75 | 4 | 15.5 | 12 | 14.5 | B | B |  |
|  |  |  |  |  |  |  |  |  |
| 42 | 1.75 | 5 | 17.5 | 12 | 14.75 | B | B |  |
|  |  |  |  |  |  |  |  |  |
| 43 | 4.5 | 5 | 18 | 10 | 11 | C | B |  |
|  |  |  |  |  |  |  |  |  |
| 44 | 3 | 3 | 11 | 11. | 11 | D | D | Needs |
|  |  |  |  | 5 |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 45 | 3 | 4 | 13 | 12 | 9 | D | D | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 46 | 4 | 3.5 | 12 | 13 | 8 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 47 | 4 | 4 | 13 | 11 | 7 | D | D | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 48 | 4 | 4 | 12 | 14 | 12 | D | D | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 49 | 4 | 4.5 | 14 | 11 | 8 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 50 | 4 | 5 | 15 | 12 | 10 | B | B |  |
|  |  |  |  |  |  |  |  |  |
| 51 | 4 | 4 | 12 | 14 | 9 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |
| 52 | 3 | 4.5 | 17 | 11 | 7 | C | C | Needs |
|  |  |  |  |  |  |  |  | Academic |
|  |  |  |  |  |  |  |  | Support |

VII. CONCLUSION

Student centric learning has been very instrumental in improving the learning experience of students. Data mining applications can support this process by detecting low performing students early on which will help instructors to improve their educational strategies and keep these students motivated. In our study, we have used the historic results of a course to evaluate the accuracy of students’ success. We have tested several classification algorithms and found linear discrimination analysis algorithm to be more accurate. Moreover, model based on LDA was trained to predict student performance outcome in their final exam which predicts records with 90.74% accuracy.
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