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ABSTRACT 

Automated human action recognition has the potential to play an important role in public security, for example, in 

relation to the Multiview surveillance videos taken in public places, such as train stations or airports. This paper 

compares three practical, reliable, and generic systems for Multiview video-based human action recognition, namely, 

the nearest neighbor classifier, Gaussian mixture model classifier (GMM), and the nearest mean classifier. To describe 

the different actions performed in different views, view-invariant features are proposed to address Multiview action 

recognition. These features are obtained by extracting the holistic features from different temporal scales which are 

modeled as points of interest which represent the global spatial-temporal distribution. Experiments and cross-data 

testing are conducted on the KTH, WEIZMANN, and MuHAVi datasets. The system does not need to be retrained 

when scenarios are changed which means the trained database can be applied in a wide variety of environments, such 

as view angle or background changes. The experiment results show that the proposed approach outperforms the 

existing methods on the KTH and WEIZMANN datasets. 

Keywords: Gaussian mixture model classifier, human action recognition, temporal domain, Features.  

1. INTRODUCTION 

Image processing is a method to convert an image into digital form and perform some operations on it, in order to get 

an enhanced image or to extract some useful information from it. It is a type of signal dispensation in which input is 

image, like video frame or photograph and output may be image or characteristics associated with that image. Usually, 

Image Processing system includes treating images as two-dimensional signals while applying already set signal 

processing methods to them. Recognition on the basis of how an individual walks has attracted interest from defense 

and other agencies for remote surveillance or infrared recordings of movement in an area under covert surveillance. 

The technology essentially involves dynamic mapping of the changing relationships of points on a body as that person 

moves. It centered on the 'stride pattern' of a sideways silhouette, with a few measurement points from the hip to feet. 

More recent research appears to be encompassing people in the round and seeking to address the challenge of 

identification in adverse conditions. 

2. EXISTING APPROACH 

Willems et al. proposed the spatio-temporal domain which is an extension of the SURF descriptor. Schuldt et al. and 

Dollar et al. described sparse spatio-temporal features to deal with the complexity of human action recognition.  

Schuldt et al. proposed the representation of action using 3D spatio-temporal interest points captured from video 

frames. Schuldt also produced a histogram of informative words for each action adopting the codebook and bag-of-

words (BOW) approach.  Most of the early work assumes that the action is captured from a static viewpoint without 

any camera movement. These approaches only extend the system from a single viewpoint to a multi-view dataset. 

Existing approaches have difficulty ensuring the performance of the classifier when the viewpoint or environment 

changes.  

3. MODELING AND ANALYSIS 

3.1 Video Acquisition  

Testing videos are collecting from KTH database.  After the video acquisition, frames extraction is performed. for this 

method frames were extracted based on pixel wise.  

3.2 Moving Object Localization 

In this phase, moving objects are detected and localized based on Gaussian mixture model.  In action recognition, 

detecting and segmenting the foreground object without the noise produced by camera movements, zoom, shadows 

etc. is difficult. To do this, the model can be divided into the following steps. Firstly, the Gaussian mixture model 

(GMM) is used to construct the background and obtain the silhouette by background subtraction.  Secondly, the 
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Prewitt edge detector can be used to segment the objects from the foreground. The GMM is a common and robust 

method in background construction. For the purpose of action recognition in a complex scene condition, the GMM is 

used to build the background image.  Finally, blob analysis based segmented moving objects are localized  

3.3 Feature Extraction & Reduction 

In this phase, localized moving objects features are extracted and reduced.  Features mean detection of interest points 

in localized moving object and find strongest features in object via Harris Spatio temporal corner detector.   

3.4 Action Recognition 

The human action recognition process is done over the extracted features.  The main novelty here is the adoption of 

Nearest Mean Classifier (NMC).  NMC is applied over the features and the action recognition is done.  

3.5 Proposed System 

The proposed system has following steps,  

1. First, videos are acquiring from database.  

2. Second, frames extraction is performing to further process.  

3. Third, implementing of detection and localization of moving objects in each frame based on gaussian mixture 

model, prewitt filter and blob analysis.  

4. Fourth, interest feature points are extracted from localized moving object and strongest key points are extracted 

based on Harris Spatio temporal corner detector.  

5. Finally, Nearest Mean Classifier is proposed to recognize the human actions based on interest features.  

 

Figure1: Proposed System Architecture. 

4. RESULTS AND DISCUSSION 

In this Section results and discussion of the study is carried out Nearest neighbor algorithm were implemented the 

results were presented in figure 2 to  

 

Figure2: Test Input video 
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Figure 3: Moving object Localization 

 

Figure 4: Moving object Localization with frame calculation 

 

Figure 5: Recognition Action 
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Figure 6: Performance Analysis 

 

Figure 7: Performance Chart 

5. CONCLUSION 

This paper presents an approach for real-world applications which automatically labels the beginning and ending of an 

action sequence. The system uses the proposed view-invariant features to address multi-view action recognition from 

different perspectives for accurate and robust action recognition. The view-invariant features are obtained by 

extracting holistic features from different temporal scale clouds, which are modeled on the explicit global, spatial and 

temporal distribution of interest points. The experiments on the KTH and WEIZ- MANN datasets demonstrate that 

using view-invariant features obtained by extracting holistic features from clouds of interest points is highly 

discriminative and more robust for recognizing actions under different view changes. The experiments also show the 

proposed approach performs well with cross-tested datasets using previously trained data, which means there is no 

need to re-train the system if the scenario changes.  
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