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ABSTRACT 

Every business venture relies on customers, so it is crucial to comprehend their behaviour if businessmen want to be 

successful. The purpose of this study is to examine buying patterns by analyzing consumer behaviour. While existing 

systems for customer data analysis have produced valuable results, they lack the ability to categorize data into different 

parameters and often do not combine product and customer clusters in their analysis. This leads to ineffective targeting 

of consumers, resulting in wasted resources and time on inactive audiences. This study includes all important variables 

to produce the best results. The customer dataset is mined for useful insights using natural language processing and 

exploratory data analysis. In order to categorize clients and products on the basis of purchasing patterns in product 

categories, k-means clustering is utilized. Each client is given a cluster, which is determined by machine learning 

classifiers like logistic regression, SVM, KNN, and XGBoost. The top-performing classifier among these is the logistic 

regression classifier, which is further enhanced by using it in conjunction with the KNN approach and adding outlier 

detection to it. Businessmen can efficiently target particular customers by using segmented customer clusters to analyze 

their behaviour and purchasing patterns. 
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1. INTRODUCTION  

Customers have a significant role in a company's success, so understanding consumer behaviour is essential to corporate 

strategy. Analysis of customer data is frequently used to learn more about consumer behaviour and buying habits. 

Although the system used for analyzing customer data has produced a great deal of useful research, it does not categorize 

the data into different parameters [17]. Other than this, there have been few studies that have included clusters of 

customers and clusters of products as components of the analysis. Therefore, precise knowledge about consumer 

purchasing habits can't be widely recognized, and businesses are unable to successfully target their clients, wasting 

resources and time on promoting to inactive consumers. This system properly analyses buyer behaviour to determine 

patterns in purchasing. Advanced approaches are used to analyse various dataset parameters in order to accomplish this. 

The customer dataset is mined for useful insights using natural language processing and exploratory data analysis. We 

used the k-means clustering technique to categorize products and customers based on their purchasing patterns across 

various categories of products [19] [20]. Additionally, a variety of machine learning models are built, and the accuracy 

of the best classifier among these is improved even more in order to accurately categorize clients into various product 

categories. Finally, the system generates segmented customer clusters, which become helpful in understanding the 

behaviour of customers, allowing them to target customers effectively and increase profitability.The goal of this research 

work is to create a system that is able to group consumers according to how they often buy across various product 

categories [1][5]. Companies can better serve their consumers by gaining more accurate and insightful information about 

consumer behaviour. Customers will also profit from this method because they will get more appropriate and tailored 

product suggestions based on their interests and previous buying activity. Eventually, employing this model will allow 

businesses to more accurately understand the buying habits and preferences of their clients, allowing them to better 

target their particular customer base. 

2. METHODOLOGY 

This section presents the systematic approach used to analyze customer behaviour. The goal of this research is to provide 

businesses with valuable insights into their customers' behaviour, enabling them to effectively target specific customers. 

To achieve this objective, the methodology employed exploratory data analysis, natural language processing, clustering 

and machine learning algorithms. The subsections below describe these methodologies in brief. 

1.1 Data Collection 

We acquired a vast purchasing dataset [16] from the Kaggle repository, which included every transaction for a UK-

based and registered non-store online retailer concentrating on unique multi-occasion gifts over an entire year. The 

dataset was checked for missing values and duplicates before analysis, resulting in clean data that was prepared for 

exploratory data analysis.  
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1.2 Exploratory Data Analysis 

We analyzed the customer dataset by examining the number of orders by country, identifying unique products and 

customers, managing cancelled orders, exploring basket pricing and analyzing monthly order volume. We also 

determined the top ten products and customers based on amount sold and basket price, and generated a pie chart to 

visualize the distribution of order amounts. These insights laid the groundwork for further investigation and a better 

understanding of customer behavior [19]. 

 

Figure 1: Distribution of Order Amounts 

1.3 Natural Language Processing 

We gathered useful information from the product description column using natural language processing techniques. We 

used the 'keywords_inventory' function, which makes use of the nltk library's snowBallStemmer and word_tokenize 

functions to generate keywords, their roots, and frequency of occurrence. This provided us with the most frequently 

graph of most occurring keywords and gave us insights on the kinds of products that clients desire, as well as the ability 

to generate word clouds for improved visual representation. These discoveries aided our understanding of client 

behaviour and preferences. 

1.4 Clustering 

To cluster products and customers, we used the K-Means clustering algorithm and optimised its 

hyperparameters[19][20]. Using the silhouette score, we established the most appropriate number of clusters. We 

classified products into five categories based on NLP findings and price ranges. Customers were classified into ten 

categories based on their similar buying habits across product categories. These clusters enable better knowledge of 

customer preferences and behaviour, resulting in more effective marketing and sales strategies. 

 

Figure 2: Word Clouds 
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1.5 Machine learning algorithms 

We trained several algorithms under this portion, including support vector machine, logistic regression, k-nearest 

neighbour, and XGBoost classifier[3]. We used the GridSearchCV method to optimise the hyperparameters of these 

models. We created a learning curve and a confusion matrix to evaluate the model's quality. We also calculated the 

RMSE and accuracy for each model and discovered that logistic regression performed best. Furthermore, we used outlier 

detection using the interquartile range (IQR) method and a hybrid approach with K-NN to improve the performance of 

logistic regression. This innovative and creative approach resulted in an improved performance of the traditional logistic 

regression algorithm. The confusion matrix and learning curve for the hybrid logistic regression model, which was 

developed by enhancing the traditional logistic regression algorithm with outlier detection and incorporating k-nearest 

neighbour, are presented below. 

 

Figure 3: Confusion Matrix of Hybrid Approach 

 

Figure 4: Learning curve for Hybrid approach 

3. MODELING AND ANALYSIS 

In this section, a comprehensive approach for analyzing customer behaviour to evaluate buying patterns is presented. 

The proposed procedure involves a series of steps, which are illustrated in the accompanying flow diagram. This 

systematic approach ensures a thorough analysis of customer data and provides valuable insights to enable effective 

targeting of specific customers. 



 

INTERNATIONAL JOURNAL OF PROGRESSIVE 

RESEARCH IN ENGINEERING MANAGEMENT  

AND SCIENCE (IJPREMS) 
 

Vol. 03, Issue 04, April 2023, pp : 983-988 

e-ISSN : 

 2583-1062 

Impact 

  Factor : 

5.725 
www.ijprems.com 

editor@ijprems.com 
  

@International Journal Of Progressive Research In Engineering Management And Science              Page | 986   

 

Figure 5: Proposed system 

Step 1: Import the customer transaction dataset into the system. 

Step 2: Prepare the customer dataset for accurate analysis by cleaning and organizing. 

Step 3: Conduct exploratory data analysis to learn more about customer behaviour. 

Step 4: Use natural language processing to extract useful information from consumer data. 

Step 5: Generate insights that will inspire business decision-making. 

Step 6: Prepare the data for clustering by pre-processing it. 

Step 7: Group products and customers to better understand their spending habits. 

Step 8: Build models with machine learning methods like SVM, logistic regression, KNN, and XGBoost. 

Step 9: Validate models for reliable performance. 

Step 10: Improve the accuracy of the best-performing model. 

Step 11: Make use of the models to separate consumers into clusters according to their purchasing patterns in various 

categories of products to get segmented customer clusters. 

Step 12: Review the accuracy of every machine learning model to figure out which one is the most accurate. 

4. RESULTS AND DISCUSSION 

Our system's output shows a clustering of customers based on their spending habits in various product categories, 

allowing businesspeople to understand their customers' behaviour and purchasing patterns. The table shows information 

about the clusters, such as the average number of visits and total amount spent by consumers in each cluster, as well as 

the percentages of total amount spent in various product categories. The findings indicate that there are considerable 

differences in purchasing patterns among different consumer groups, implying that efficient targeting of certain clients 

might help organizations maximize revenues. 

 

Figure 6: Segmented customer clusters 
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Below table provides a comparison of the accuracy and root mean squared error (RMSE) of five different machine 

learning algorithms: support vector machine (SVM), logistic regression, k-nearest neighbors (KNN), XGBoost 

classifier, and a Logistic Regression with Outlier Detection and KNN Hybridization (LODK Hybrid Algorithm).  

Table 1: Performance Comparison 

Algorithm Accuracy RMSE 

Support Vector Machine 81.30 % 2.18 

Logistic Regression 88.91 % 1.82 

K-Nearest Neighbour 82.67 % 2.18 

XGBoost Classifier 88.00 % 1.89 

Logistic Regression with Outlier 

Detection and KNN Hybridization 

(LODK Hybrid Algorithm) 

89.30 % 1.73 

 

Figure 7: Accuracy Comparison 

After comparing the accuracy of the support vector machine, k-nearest neighbour, XGBoost classifier, and logistic 

regression, it was discovered that logistic regression was the most accurate. Building on this achievement, an effort was 

undertaken to improve the traditional logistic regression model's performance. To do this, the interquartile range (IQR) 

method was used to detect outliers. A hybridization with the K-nearest neighbour was also used to reduce false positive 

and false negative values. By combining these strategies, the modified logistic regression model displayed improved 

predictive capabilities, offering precise analysis and customer behaviour prediction. 

5. CONCLUSION 

Our system provides valuable insights into customer behaviour and buying patterns, allowing business owners to target 

specific customers effectively. By segmenting customers into clusters based on their spending habits, we can identify 

significant differences in purchasing patterns among different consumer groups, enabling businesses to maximize 

revenue. We have compared the accuracy and RMSE of five different machine learning algorithms and found that the 

modified logistic regression algorithm outperforms the others. The addition of outlier detection and hybridization with 

K-nearest neighbor algorithms has further improved the logistic regression model's performance. Our system provides 

an efficient and accurate approach for businesses to understand their customers' behaviour and buying patterns, allowing 

them to optimize their advertising and increase their revenue. 
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