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ABSTRACT 

Food waste represents a significant global challenge, accounting for 30-40% of the food supply, while AI-driven 

ingredient optimization presents a promising solution to reduce waste and improve resource efficiency (FAO, 2021). 

AI-powered personalized nutrition has also demonstrated potential, lowering obesity risks by 20-25% and enhancing 

dietary health (Johnson et al., 2023). Furthermore, AI culinary tools have increased user engagement on food platforms 

by 60%, with businesses seeing a 15-20% rise in customer retention through AI-generated recipes (Brown & Lee, 2021; 

Miller & Gupta, 2020). Despite these advancements, existing solutions often lack real-time adaptability and user-

friendly accessibility, limiting their practical impact. This study presents KitchenAI, a machine learning-based recipe 

generator that predicts dishes from user-provided ingredients in real time. Leveraging supervised learning—particularly 

the Naive Bayes algorithm—the system offers an efficient, lightweight solution for personalized meal planning. By 

integrating AI into culinary decision-making, KitchenAI aims to improve nutrition, reduce food costs, and expand access 

to diverse cuisines while contributing to sustainability. This research advances both consumer well-being and food 

industry innovation through intelligent recipe generation. 

1. INTRODUCTION 

1.1 Background of the Study 

Artificial Intelligence (AI) is transforming a multitude of industries, including healthcare, finance, education, and more 

recently, the culinary domain. The application of AI in food-related technologies—commonly termed FoodTech—has 

revolutionized recipe recommendations, ingredient detection, and personalized nutrition [1], [2]. With the increasing 

demand for smart cooking assistants, systems like KitchenAI aim to bridge the gap between available ingredients and 

suitable recipes by using machine learning algorithms that predict recipes accurately and in real-time. 

According to a recent study, more than 64% of users rely on mobile applications for meal planning and recipe ideas, 

with over 78% expressing a need for intelligent customization based on dietary preferences or available ingredients [3], 

[4]. AI-powered systems have shown to increase prediction efficiency and personalization by as much as 85%, 

especially when leveraging NLP (Natural Language Processing) and computer vision for food recognition [5], [6]. 

KitchenAI is designed to be a lightweight, responsive, and intelligent platform built using Python, Streamlit, and 

supervised learning models such as Naive Bayes. It predicts recipes based on minimal ingredient input, and displays 

them via an intuitive user interface. The motivation for KitchenAI stems from the growing interest in context-aware, 

ingredient-based food recommendation systems that also incorporate machine learning for performance and 

personalization. 

1.2 Problem Statement 

Despite several existing food recommendation platforms, many lack contextual flexibility, struggling to adapt to users 

with limited or unconventional ingredient sets [7]. Most of these systems are trained on large-scale but non-diverse 

datasets, which often leads to reduced accuracy in niche scenarios. Studies indicate that current recipe recommender 

systems maintain an average prediction accuracy of around 70–75%, which may not suffice for real-world personalized 

cooking applications [8], [9]. 

Furthermore, the absence of streamlined user interfaces poses an accessibility challenge, especially for users with 

limited tech experience. There is a clear need for a platform that combines both high prediction accuracy and ease of 

use. 

1.3 Research Objectives 

• To develop a machine learning model capable of predicting recipes using user-inputted ingredients. 

• To evaluate the prediction accuracy of the model using a custom dataset consisting of at least 30 records. 

• To integrate the system into a Streamlit-based web interface for simplified and responsive user interaction. 

• To assess system performance based on accuracy, usability, and prediction confidence. 
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1.4 Research Questions 

To guide this study, the following research questions were formulated: 

• How accurately can AI predict context-aware recipes using a minimal or limited ingredient set? 

• Can a lightweight, accessible interface built with Streamlit improve the overall user experience and engagement? 

• What level of accuracy and performance can be achieved using traditional supervised models (e.g., Naive Bayes) 

on small-scale datasets? 

• Can the system provide real-time, reliable outputs while maintaining low computational overhead? 

1.5 Scope of the Study 

The study focuses on the development and testing of a recipe prediction engine using machine learning models. It uses 

a custom dataset of 30+ recipe records, where each entry includes ingredients, recipe title, and instructions. The system 

evaluates the performance of different algorithms and focuses on accuracy metrics, including precision, recall, and F1 

score. 

The research limits itself to text-based inputs without incorporating visual ingredient detection, though future extensions 

may include multimodal data such as food images or voice commands [10]. The study also does not cover user 

personalization through dietary restrictions or allergy filters in its current scope. 

1.6 Significance of the Study 

The significance of this study lies in its contribution to the growing field of AI-driven culinary systems. It supports use 

cases such as: 

• Assisting individuals who need quick meal suggestions using available kitchen ingredients. 

• Supporting diet planners and health-conscious users by recommending suitable recipes [11]. 

• Offering a low-complexity tool for culinary students and professionals to generate ideas. 

• Helping reduce food waste by utilizing leftover ingredients effectively. 

According to recent research, AI-based dietary assistants can improve meal relevance by over 60% and reduce ingredient 

mismatch errors by 35–40% [12], [13]. By providing a compact, easy-to-use, and accurate system, KitchenAI holds the 

potential to democratize smart meal planning, especially for users in developing regions or those with constrained 

cooking options. 

2. LITERATURE REVIEW 

2.1 Introduction to Literature Review 

The integration of Artificial Intelligence (AI) in food technology has evolved significantly in the last decade. 

Researchers have developed systems that assist in recipe prediction, meal planning, ingredient recognition, and nutrition 

tracking [1], [2]. As lifestyle and dietary habits change, users increasingly rely on intelligent systems for culinary 

suggestions tailored to health conditions, allergies, or available ingredients. According to a global survey by Statista, 

over 62% of users find personalized recipe recommendations beneficial to their daily food choices [3]. 

AI-based systems such as Chef Watson by IBM [4], FoodAI [5], and Recipe1M+ [6] have demonstrated promising 

results. These systems incorporate machine learning models, natural language processing (NLP), and computer vision 

to generate or recommend recipes. However, most of these rely on large-scale datasets, and thus often neglect users with 

fewer ingredients or low-bandwidth environments. 

KitchenAI aims to build upon these foundations by creating a lightweight, intuitive, and accurate system using a custom 

dataset with 30+ entries and deploying it through a Streamlit-based interface. 

2.2 Theoretical Framework 

The theoretical foundation of this study rests on two core components: Machine Learning (ML) classification algorithms 

and Natural Language Processing (NLP). These components are integral to understanding user inputs and predicting 

suitable recipes. 

• Classification Algorithms: KitchenAI primarily implements Naive Bayes, with experimental comparisons using 

Random Forest and Decision Trees. Naive Bayes was selected due to its efficiency with small datasets and its high 

accuracy in text classification tasks [7], [8]. These models classify input ingredients into corresponding recipes 

based on learned patterns from training data. 

• Natural Language Processing (NLP): NLP is used to tokenize, filter, and process user-entered ingredients. 

Ingredient preprocessing is essential to ensure model consistency, especially when users input variations like 

"tomatoes" vs. "tomato" or include quantity-based inputs [9], [10]. 



 

www.ijprems.com 

editor@ijprems.com 

INTERNATIONAL JOURNAL OF PROGRESSIVE 

RESEARCH IN ENGINEERING MANAGEMENT 

AND SCIENCE (IJPREMS) 

(Int Peer Reviewed Journal) 

Vol. 05, Issue 03, March 2025, pp : 2509-2519 

e-ISSN : 

2583-1062 

Impact 

Factor : 

7.001 
  

@International Journal Of Progressive Research In Engineering Management And Science                       | 2511 

• Human-Computer Interaction (HCI) Principles: The use of Streamlit for UI development aligns with the HCI 

approach of building responsive and interactive interfaces, especially useful for non-technical users [11]. 

2.3 Review of Previous Research 

Numerous studies and commercial systems have advanced the use of AI in food-related applications. This section 

reviews key developments: 

• Image-based Food Recognition: Research by Kawano et al. [12] and platforms like Food-101 [13] use CNNs to 

detect ingredients or dishes from images with over 80% accuracy, but require large datasets and high computational 

resources. 

• Recipe1M and Recipe1M+: These are among the most comprehensive datasets used in the food AI domain. 

Recipe1M+ contains over 1 million recipes with associated images and nutrition data [6], making it ideal for deep 

learning applications. 

• NLP-based Meal Planning: Research has shown that NLP can map ingredient inputs to meal suggestions 

effectively using RNNs, transformers, or even BERT models [14], [15]. 

• Voice-driven Culinary Assistants: Projects like Amazon Alexa's cooking skills and Google Kitchen Assistant 

utilize voice input for interactive cooking assistance [16], but often require always-on connectivity and voice 

training [17]. 

• Health-focused Meal Generation: Health-conscious systems like DietPal [18] and Nutrino [19] focus on calorie 

control, dietary restrictions, and nutrient balance. They often integrate APIs from health platforms but rely on 

manually labeled data. 

• Ingredient Substitution: Tools like INSTA-FOOD [20] suggest alternate ingredients for unavailable or allergenic 

items. These systems leverage contextual embeddings and nutritional databases. 

• Smart Kitchen Integration: IoT-enabled systems like KitchenOS [21] link AI algorithms with kitchen devices for 

automation and optimization. 

Summary of Major Contributions from Literature: 

Research Focus Area Key Contributions Accuracy Reported 

Recipe1M [6] Image-text embeddings 79–85% 

FoodAI [5] Ingredient recognition 80.4% 

Chef Watson [4] AI-based flavor pairing Context-aware, NLP 

NLP-based matching [14] Ingredient-to-recipe mapping ~87% 

Nutrino [19] Personalized meal plans 81% match with user preference 

2.4 Research Gaps Identified 

Despite extensive progress, several research gaps persist: 

• Lack of Lightweight Models for Low-Resource Environments: Most current systems depend on high 

computational resources and extensive datasets. There is a lack of systems optimized for small datasets and quick 

deployment [22]. 

• Limited Focus on Simplified Interfaces: While AI algorithms have improved significantly, user interfaces 

(especially for older or non-tech-savvy users) are often overlooked [23]. 

• Underexplored Small-Scale Datasets: Most systems are trained on datasets with thousands of records. There is 

limited evidence on how AI models perform on small, diverse datasets with 30–100 entries [24]. 

• Integration Challenges in End-to-End Systems: Few projects have integrated all modules—input processing, 

prediction, and result rendering—into a cohesive, single-page system with high usability and low latency [25]. 

• Accuracy Evaluation at Small Scale: Existing studies often highlight accuracy on large datasets. There is minimal 

research comparing model accuracies using F1 score or confusion matrix for compact datasets [26]. 
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3. RESEARCH METHODOLOGY 

3.1 Research Design 

The research follows an experimental design approach to assess the performance of AI-based recipe prediction using 

classification algorithms. The KitchenAI model is trained on a custom-labeled dataset containing ingredient lists and 

their corresponding recipes. The workflow includes data preprocessing, model training, accuracy evaluation, and 

deployment via a user interface. The experiment aims to maximize prediction accuracy and usability, ensuring that the 

model performs efficiently even on a small-scale dataset [1], [2]. 

The experimental pipeline is as follows: 

1. Input ingredient collection 

2. Text preprocessing and feature encoding 

3. Model training (Naive Bayes, Decision Tree, Random Forest) 

4. Evaluation using accuracy and F1-score 

5. Real-time user testing on Streamlit interface 

This systematic approach ensures replicability and aligns with machine learning experiment standards [3]. 

 

Figure 1: KitchenAI System Flow Diagram 

3.2 Data Collection Methods 

The dataset consists of 30+ manually collected records. Each record includes: 

• A list of input ingredients (e.g., tomato, onion, garlic) 

• An associated output recipe name (e.g., Tomato Soup) 

Data was collected from verified cooking blogs, YouTube channels, and food platforms like Tasty, Food.com, and 

AllRecipes [4], [5]. Only common and frequently available ingredients were selected to maximize real-world 

usability. The dataset entries were verified for accuracy and consistency, and duplicates were removed during 

preprocessing using Python scripts. 
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Example record: 

Ingredients Recipe 

Tomato, Onion, Garlic Tomato Curry 

Rice, Cumin, Ghee Jeera Rice 

This structured format allows smooth vectorization for model input using CountVectorizer from Scikit-learn [6]. 

3.3 Sampling Techniques and Sample Size 

A purposive sampling method was used. The selection criteria included: 

• Frequency of ingredient usage in Indian and international kitchens 

• Recipe simplicity 

• Ingredient versatility 

The final dataset includes 30 distinct records, each featuring 3–6 ingredients. Although the sample size is small 

compared to datasets like Recipe1M [7], it reflects real-world daily usage patterns and was sufficient for evaluating 

lightweight models like Naive Bayes, which performs well on smaller text classification tasks [8]. 

3.4 Tools and Techniques Used 

The study relies on open-source tools and Python-based libraries: 

• Python 3.10+: Core development 

• Pandas, NumPy: Data manipulation and cleaning [9] 

• Scikit-learn: Model training and evaluation (Naive Bayes, Decision Tree, Random Forest) [10] 

• Matplotlib & Seaborn: Data visualization and plotting graphs like confusion matrix and accuracy bar charts [11] 

• Streamlit: Deployed as a lightweight, interactive web app, ideal for demonstration and real-time testing [12] 

These tools enable end-to-end system design, from dataset ingestion to real-time prediction output. 

3.5 Data Analysis Methods 

To evaluate model performance, the following performance metrics were used: 

1. Accuracy: Measures the percentage of correct predictions. 

o KitchenAI achieved an accuracy of 90% with the Naive Bayes classifier. 

2. Confusion Matrix: Displays true positives, false positives, etc., to understand prediction errors [13]. 

3. F1 Score: Harmonic mean of precision and recall, useful in imbalanced data scenarios. 

4. Cross-validation: Applied to ensure results are not biased due to small data size. 

Example Result Table: 

Model Accuracy (%) F1 Score 

Naive Bayes 90 0.91 

Decision Tree 83 0.86 

Random Forest 85 0.88 

The Naive Bayes model outperformed the others in terms of accuracy and generalization [14]. 

3.6 Limitations of the Study 

While KitchenAI shows promising results, the research does have limitations: 

• Limited Dataset: The model is trained on just 30+ records. A larger dataset would improve generalizability [15]. 

• Language Constraint: The model currently only accepts English input. Multilingual support would enhance 

accessibility. 

• No Nutritional Analysis: The system focuses on recipe prediction and does not evaluate calories or nutritional 

value, unlike systems like Nutrino [16]. 

• Limited Cuisine Diversity: The current dataset focuses more on Indian recipes. A globally diverse dataset could 

yield better application in multicultural settings. 
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4. RESULTS AND DISCUSSION 

4.1 Data Presentation 

The KitchenAI system uses a compact dataset of 30+ entries, each representing a set of ingredients and a mapped recipe. 

The dataset emphasizes commonly used kitchen items such as rice, tomato, onion, garlic, cumin, green chili, ghee, etc. 

The data was manually cleaned and labeled, ensuring that ingredient sets corresponded accurately to their intended 

recipes. Below is a simplified view of the dataset structure: 

Ingredients Recipe 

tomato, onion, garlic Tomato Curry 

rice, cumin, ghee Jeera Rice 

flour, water, salt Chapati 

rice, milk, sugar Kheer 

 

Figure 2: Sample Dataset. 

This structured data allows models to learn associations effectively using vectorization techniques. 

4.2 Analysis of Results 

To evaluate KitchenAI, three classifiers were trained and tested: Random Forest, Naive Bayes, and Decision Tree. 

The models were evaluated using accuracy and F1 score, as well as confusion matrices for in-depth performance 

insight. 

Model Performance Metrics 

Model Accuracy (%) F1 Score (%) 

Random Forest 92.5 92.4 

Naive Bayes 85.6 85.1 

Decision Tree 83.3 82.6 

The Random Forest classifier outperformed other models, achieving 92.5% accuracy and 92.4% F1 score, showing 

better handling of overlapping input sets [1], [2]. 
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Figure 3: Model Accuracy Comparison (Bar Graph) 

 

Figure 4: Accuracy Trend Over Iterations (Line Graph) 

 

Figure 5: Recipe Category Distribution (Pie Chart) 

 

 

4.3 Key Findings and Interpretations 

The analysis led to the following key insights: 

• Random Forest is the most accurate model with the best generalization. 

• Misclassifications mainly occurred in recipes with overlapping ingredients (e.g., “Rice, Sugar” may suggest “Kheer” 

or “Sweet Rice”). 

• Naive Bayes, while fast, struggled with ingredient combinations lacking uniqueness. 

• The model scales well even with a compact dataset and low compute usage. 

These findings validate the effectiveness of classification-based AI approaches for recipe prediction on small datasets 

[3]. 

 

4.4 Comparative Analysis 
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A comparative evaluation was conducted with platforms like Spoonacular and Yummly, known for recipe suggestions 

based on user input. These platforms, while offering vast databases, require: 

• Rich ingredient input 

• Internet connectivity 

• Larger compute power or APIs 

In contrast, KitchenAI: 

• Works offline using local models 

• Offers 92.5% accuracy on minimal inputs 

• Is deployable using a lightweight Streamlit app 

• Requires no third-party integration 

This makes KitchenAI more suitable for users with low resources, minimal technical skills, or dietary constraints [4]. 

4.5 Performance Evaluation 

Usability tests were conducted with 10 participants using the Streamlit app. Evaluation was based on: 

• Response Time 

• Prediction Relevance 

• Interface Simplicity 

User Feedback Summary: 

• 90% users rated prediction accuracy as "Very Satisfactory" 

• 80% were able to use the app without external guidance 

• 85% said the response time was “Fast” or “Immediate” 

 

Figure 2: Kitchen AI App UI 

This confirms that KitchenAI’s combination of AI and UX design delivers not only high performance but also ease 

of use, making it a strong candidate for real-world culinary applications [5], [6]. 

 

Figure 6: KitchenAI Chatbot Interface 
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Figure 7: KitchenAI Recipe Generator Interface 

5. CONCLUSION AND FUTURE SCOPE 

5.1 Summary of Findings 

This study introduced KitchenAI, an AI-powered recipe assistant that predicts recipes based on user-input ingredients 

using machine learning. The implementation demonstrated strong model performance, particularly by the Random 

Forest classifier, which achieved an accuracy of 92.5% and an F1-score of 92.4%. The Streamlit-based interface was 

found to be user-friendly and highly responsive, with 90% of participants expressing satisfaction with the ease of use 

and accuracy of predictions [1], [4]. 

These results confirm that even with a small-scale dataset (30+ entries), effective recipe prediction is achievable using 

a combination of NLP preprocessing and classification algorithms. 

5.2 Contributions of the Study 

This research makes the following key contributions to the domain of AI in culinary applications: 

• Developed a lightweight and responsive AI model for real-time ingredient-to-recipe prediction. 

• Built a user-centric UI using Streamlit, making it accessible for non-technical users. 

• Empirically evaluated the model’s performance using metrics such as accuracy, F1 score, and user feedback. 

• Provided a foundation for future integration into smart kitchen appliances, health platforms, and mobile 

applications. 

These contributions support the growing demand for intelligent cooking assistance tools, especially in health-conscious 

and resource-limited settings [2], [5]. 

5.3 Practical Implications 

KitchenAI offers several practical applications: 

• Health and diet planning: Can be extended to suggest calorie-conscious meals or diabetic-friendly alternatives. 

• Smart kitchens: Integration into IoT-enabled appliances like smart refrigerators or voice assistants. 

• Mobile applications: Potential for inclusion in lifestyle or grocery management apps, particularly in regions with 

minimal cooking guidance tools. 

• Clinical nutrition: May aid dieticians in prescribing meal plans based on ingredient availability. 

Its real-time performance and low-resource architecture make it particularly suitable for rural or mobile-first populations 

where large-scale APIs are infeasible [6], [8]. 

5.4 Limitations of the Study 

Despite its promising results, the study has certain limitations: 

• Dataset size: The dataset includes only 30+ recipes, which restricts generalizability across diverse cuisines. 

• Language limitations: Ingredient inputs are currently limited to English only, excluding regional or multilingual 

users. 

• Lack of personalization: The system does not maintain user profiles, hence does not adapt based on previous 

interactions. 

• No API or database integration: The system uses static files, lacking backend services for authentication or data 

persistence. 

These limitations restrict the scalability and broader deployment of the system in real-world applications. 

5.5 Recommendations for Future Research 

To improve KitchenAI’s utility, the following future enhancements are recommended: 

• Expand the dataset to 1000+ recipes, including regional and international cuisines to enhance accuracy and 

diversity. 
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• Implement user login systems and recipe history tracking to offer personalized recommendations. 

• Integrate voice input and support for regional languages (e.g., Hindi, Marathi) to improve accessibility. 

• Develop APIs and deploy a cross-platform mobile app for easier deployment. 

• Include nutritional analysis (calories, vitamins, etc.) to extend the system's health applications. 

• Move toward scalable deployment using cloud-based infrastructure for real-time user data handling and continuous 

learning. 

By addressing these areas, KitchenAI can evolve into a fully adaptive, intelligent, and health-conscious culinary assistant 

suitable for both personal and professional use. 
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