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ABSTRACT 

In this paper a review is done on Motion Artifact Mitigation for Remote Sensing Imagery or motion blur in satellite 

images in Image Processing. In the present world we are facing some problems with the distortions or abnormalities in 

the captured images or data caused due to some slight movement during the image acquisition. These problems 

causing factors contribute to motion artifacts in remote sensing. These artifacts can affect the accuracy and quality of 

the remote sensing data, impacting the interpretation and analysis of the imagery. The Successful mitigation of motion 

artifacts in remote sensing imagery can be achieved by involving some combination of technological advancements, 

sophisticated image processing techniques are studied. 
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1. INTRODUCTION  

Motion artifacts in various forms of imaging occur due to movement during the image capture process. In remote 

sensing, these artifacts manifests as distortions, blurring, or inconsistencies in the acquired data, impacting the quality 

and readability of the imagery. The understanding and mitigating motion artifacts in remote sensing are crucial for 

obtaining accurate and high-quality data, essential for applications such as disasters and agriculture, urban planning. 

The motion artifacts arise due to several factors including, platform movement, The unintended motion of the imaging 

platform such as, satellites, drones, or aircrafts, can lead to blurred or misaligned images. 2nd one is the Object 

movement, includes rapid motion of the objects within the scene being imaged can cause distortions or smearing and 

finally, the sensor characteristics includes different sensors have varying sensitivity to motion, affecting their 

ability to capture clear images. The motion artifacts result in blurring of the images and might appear uncleared due 

to motion in capturing and may leads to misalignment of the parts of the image i.e., some parts of the image may not 

align correctly, causing inconsistencies. It also leads to Ghosting, means that multiple or faint images of moving 

objects might appear, affecting clarity and interpretation. The mitigation can impact on the quality and utility of the 

remote sensing imagery and can distort actual features, affecting the reliability of collected data. Mitigations can also 

cause the interpretation issues like blurring or misalignment that may hinder accurate interpretation and analysis of the 

imagery. These mitigations can be removed by using certain techniques some of them are, Image processing, Improved 

sensor technology, Motion prediction and control and the Calibration and correction Methods 

OBJECTIVES: The objectives of the review include the following: 

• Motion Related position correction using by Doppler’s Effect in Synthetic Aperture Radar 

• Analysis of Advanced Land Observing Satellite (ALOS-2), Phased Array type L- band Synthetic Aperture 

Radar (PALSAR) sensor data over the city of mobile 

• Highlighting the Problems with the fast prism proposed algorithm 

• Analysing of Adaptive Memetic Fuzzy Clustering Algorithm with Spatial Information for Remote Sensing 

Imagery. 

• Understanding the Class-Guided Swin Transformer for Semantic Segmentation of Remote Sensing Imagery 

2. METHEDOLOGY 

Motion Related Position Correction using doppler’s effect: 

Here, the method of correction mainly focusses on the Synthetic aperture radar multichannel classification of the 

maritime scenes commonly called SAR. The displacement effect in the SAR is based on the well-known doppler’s 

effect and is given by the formula 

 

R is the range of platform to target, Vr is the target range speed and Vp is the SAR platform speed The Synthetic 

Aperture Radar (SAR) correction method aims to rectify displacement effects caused by Doppler's effect in maritime 

scenes. Spatial analysis alone cannot accurately capture the time-varying motions of scatterers in the scene, leading to 
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target signature distortion within the image. To addres this, the Velocity SAR (VSAR) technique employs MSAR 

imagery from multiple along-track phase centers for correction. 

VSAR involves several key steps 

Image Stack Creation: Compile an image stack using M phase center images. 

FFT Processing: Apply Fast Fourier Transform (FFT) to each pixel across the time stack. 

Velocity Component Adjustment: Shift each velocity component to enforce stationarity by bringing them back to 

the origin. 

Edge Trimming: Remove non-overlapping sections to refine the corrected image. 

This VSAR-based realignment of backscatter to precise image pixel locations enables coherent analysis of target 

motion through eigen analysis of the M × N covariance matrix. It offers a method to rectify spatial spreading and 

shifting of target signatures caused by motion, facilitating accurate interpretation of dynamic scatterer movements 

within SAR images. 

Analysis of Advanced Land Observing Satellite (ALOS-2), Phased Array type L-band Synthetic Aperture 

Radar (PALSAR) sensor data over the city of mobile. 

The city of Mobile in Alabama, USA, used ALOS/PALSAR images to study ground movement via InSAR 

techniques. However, the PALSAR images contained errors related to satellite orbits. To rectify this, 19 

interferograms from 12 PALSAR images taken between June 2007 and August 2010 were analyzed. Around 1.4 

million observations from coherent points were used to assess LOS linear deformation rates. 

The results displayed noticeable water level changes in wetland areas but no significant deformations elsewhere. 

After implementing the proposed model, the map showed a color range of - 5 to 5 mm/year, indicating successful 

removal of observable orbital errors from estimated deformations. The interferograms post-orbit error removal 

confirmed the successful elimination of orbital fringes, signifying the model's effectiveness. 

However, it's essential to note that employing this model in real scenarios may demand substantial memory. The 

model simultaneously resolves deformation rate, DEM error, and orbital error, necessitating a large sparse design 

matrix. In this case, the matrix size reached 27 million rows by 844 thousand columns, occupying around 5 GB of 

memory—almost double that of the matrix without orbital error parameters. Processing time also doubled, taking 

about 1188 seconds on a desktop PC compared to 596 seconds without orbital error parameters. 

 
Fig 1(a) Fig 1(b) 

Fig.1(a) Estimated linear LOS deformation rate over the City of Mobile. The red triangle is the reference point. 

1(b) Estimated linear LOS deformation rate with a color bar ranging from −5 to 5 mm/y 

Fast Prism Algorithm problems 

The Fast PRISM method is effective when dealing with small interframe displacements in videos, like those where 

the overlapped areas don't encompass entire objects like buildings. However, in cases where there's significant 

interframe displacement, commonly seen in airborne videos, a whole building may fall within one overlapped 

region. The problem arises because the method doesn't consider the spatial characteristics of the image. 

Consequently, when the vertices of a triangle lie on surfaces with different motion parallax (the apparent 

displacement of objects when viewed from different positions), the resulting triangle gets distorted upon being 

mapped onto the mosaic, leading to disfiguration of objects in the scene. 
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Fig.2 Interferograms after removing the orbital fringes estimated from the proposed model. 

This difference in apparent motion causes issues during image processing. As the sensor moves, objects at different 

heights or distances exhibit varying apparent motions, which can lead to triangles warping in unexpected ways 

when combined into a mosaic. Consequently, objects in the scene may appear distorted due to this warping effect, 

impacting the accuracy of the final mosaic. 

 

Fig.3 Motion parallax between a helipad which is at greater height than the ground. 
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Fig 4 Mosaic formed from the two frames 

An Adaptive Memetic Fuzzy Clustering Algorithm with Spatial Information for Remote Sensing Imagery 

(AMASFC). 

AMASFC consists of two main processes: 1) the construction of the objective function and 2) the optimization of the 

objective function. In the process of the construction of the objective function, a new objective function is proposed 

with an adaptive spatial information weight by introducing the concept of entropy. 

The two processes of AMASFC are described in detail in the following sections. 

A. Construction of the Objective Function and Its Traditional Optimization Method The objective function of the 

proposed algorithm is as follows: 

 

 
By minimizing the above equation, we obtain the below simplified equation  

Where xk is a vector representing the pixel for a multispectral remote sensing image, is the total number of pixels. 
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Fig 5. Flowchart of the adaptive memetic fuzzy clustering algorithm with spatial information (AMASFC) 

Class-Guided Swin Transformer for Semantic Segmentation of Remote Sensing Imagery Encoder: 

The small version of the Swin Transformer (Swin-S) [28] is selected as the encoder due to its excellent trade-off 

between efficiency and accuracy. Takes an image X ∈ R3×H×W as the input and generates four semantic features at 

different channel dimensions and resolutions. Thus, we utilize standard 3 × 3 convolution layers 

and up-sampled operations to unify the shape of the four feature maps. Finally, we merge the four feature maps and 

generate an encoding feature Xe 

∈ Rd×(H/4)×(W/4) 

where d is the channel dimension and set as 96. This encoding feature is fed into the decoder for further processing. 

Decoder: 

 
The class-guided Transformer decoder is composed of three stages. In the first stage, the class-level information 

extraction module (CIEM) captures the class-level context and spatial details automatically. Specifically, the CIEM is 

composed of three 3 × 3 convolution layers. Each convolution layer is equipped with a Batch Normalization 

operation and a ReLU activation function. To retain rich spatial details, the extracted class-level feature (denoted by 

Xc ∈ Rk×(H/4)×(W/4), k is the number of categories) follows the high- resolution feature representation and the 

down- sampled factor is set as 4 
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Artifact Mitigation Strategies 

Artifact mitigation strategies aim to reduce or eliminate unwanted distortions or anomalies in data or images. 

These methods involve identifying, correcting, or minimizing aberrations caused by various factors such as sensor 

limitations, environmental conditions, or processing errors. Common approaches include calibration adjustments, 

noise reduction algorithms, interpolation techniques, and filtering processes. . By employing these strategies, the 

goal is to enhance data quality, improve accuracy, and ensure that the final output represents a more faithful and 

reliable representation of the original information. 

 

 

3. CONCLUSION 

The exploration of motion artefacts and their mitigation in remote sensing imagery stands as a pivotal concern in 

contemporary research. This review paper delved into the multifaceted challenges and promising opportunities that 

encompass this domain, offering insights into the complexities and advancements within the field. 

The review highlighted various challenges associated with motion artefacts in remote sensing imagery. From the 

impact of platform-induced vibrations to atmospheric disturbances and sensor limitations, understanding these 

challenges becomes fundamental in devising effective mitigation strategies. The interplay of these factors often 

complicates image acquisition and processing, leading to distorted or incomplete data, thereby impeding accurate 

analysis and interpretation. 

One of the primary challenges identified involves the inherent trade-offs between sensor capabilities, imaging 

resolution, and motion artefact reduction techniques. Striking a balance between achieving high-resolution imagery 

and mitigating motion- induced distortions remains a persistent challenge, necessitating innovative technological 

interventions. 
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