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ABSTRACT 

Pharmacovigilance is crucial for ensuring the safety of medicines. Machine learning and causal inference paradigms 

have been increasingly applied to pharmacovigilance to improve the detection and prediction of adverse drug events. 

This review aims to summarize the current state of machine learning in causal inference for pharmacovigilance. We 

discuss the data sources used in pharmacovigilance, including spontaneous reporting systems, real-world data, social 

media, and biomedical literature. We also review machine learning techniques, such as association rule mining, 

clustering, and neural networks, and causal inference paradigms, including propensity score matching, instrumental 

variable analysis, and regression discontinuity design. Finally, we highlight challenges and future directions in this field, 

including data quality and standardization, integration of multiple data sources, and development of more advanced 

machine learning algorithms. The majority of current data sources and tasks related to pharmacovigilance were not 

originally intended for causal inference. Pharmacovigilance has been slow to embrace integrated models that combine 

machine learning with causal inference. The implementation of causal frameworks has the potential to address 

recognized challenges associated with machine learning models, thereby improving the application of machine learning 

in pharmacovigilance activities 

1. INTRODUCTION 

Machine Learning in Causal Inference : Application in Pharmacovigilance 

The World Health Organization has been advocating for pharmacovigilance initiatives to ensure the safety of 

pharmaceuticals through prompt and dependable information sharing concerning drug safety matters, such as adverse 

drug events (ADEs) [1]. An ADE refers to an unintended and harmful reaction resulting from a medication [2]. Among 

hospitalized patients, 16.9% experienced ADEs, with 6.7% classified as serious and 0.3% as fatal [2, 3]. Although 

medication errors (including incorrect or omitted doses, improper administration techniques, and equipment 

malfunctions) and the prescription of multiple medications are recognized as significant risk factors for ADEs [4, 5], 

numerous instances of ADEs still arise from undetected signals during clinical trials [3]. This issue may stem from 

limited sample sizes and strict patient eligibility criteria in pre-approval studies [3]. Consequently, pharmacovigilance 

plays a crucial role in the safe administration of medications. This review emphasizes the importance of ADE detection 

and monitoring tasks (including pre-clinical prediction) within the pharmacovigilance program lifecycle, as these tasks 

are most likely to be effectively addressed through machine learning and causal inference. 

Currently, significant data sources utilized in pharmacovigilance encompass spontaneous reporting systems (SRS), real-

world data (RWD) such as electronic health records (EHRs), social media platforms, biomedical literature, and various 

knowledge bases. Each of these data sources presents distinct advantages and inherent biases, which will be elaborated 

upon in the subsequent sections. Although data mining techniques have been employed to improve the efficiency of 

pharmacovigilance, the strength of evidence derived from identified signals is largely contingent upon the selected data 

source and the design of the study. In summary, we have identified three primary tasks within the domain of 

pharmacovigilance. 

1. Extraction of drug-event pairs. This task typically involves the utilization of either structured data from EHRs or 

machine learning/deep learning methods based on natural language processing (NLP) to derive drug-event co-

occurrence pairs from unstructured text. It is important to note that these pairs merely suggest a potential associative 

relationship between the drug and the event and should not be regarded as a confirmed adverse drug event (ADE). The 

symptoms reported may arise from various medical conditions unrelated to the ADE, necessitating further validation 

through additional statistical analyses or alternative data sources. 

2. Detection of adverse drug events. In traditional pharmacovigilance, the primary objective is the timely detection of 

ADEs associated with post-marketing drugs. The goal of ADE detection is to identify and confirm these events based 

on real-world medication usage data as early as possible. We view ADE detection as a task that establishes a more robust 

associative relationship compared to disproportionality or NLP-based extraction of drug-event co-occurrence pairs. 
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However, it is crucial to recognize that ADE detection remains associative without further confirmation when relying 

on SRS due to the limitations of this data source, which lacks a matched control group and does not allow for causality 

assessment. Conversely, detecting adverse drug events using an RWD database can provide more comprehensive 

evaluations 

2. DATA SOURCES FOR PHARMACOVIGILANCE 

2.1 Spontaneous Reporting System 

The SRS database, including the FDA Adverse Event Reporting System (FAERS) and WHO’s VigiBase, represents the 

most conventional dataset for the detection of adverse drug events (ADEs). Historically, the analysis of SRS data has 

relied on statistically based techniques, such as disproportionality measures and multivariate analyses.  

In recent times, machine learning approaches, including association rule mining, clustering, graph mining, and neural 

networks, have also been employed to analyze SRS data. Nevertheless, these methodologies have primarily been 

effective in identifying 'signals of suspected causality. 

2.2Real‑World Data 

Real-world data, which encompasses both structured and unstructured formats such as insurance claims, electronic 

health records (EHRs), and registry databases, presents significant opportunities for pharmacovigilance.  

This data type allows for extended follow-up periods, improved assessment of exposure and outcomes, and a more 

comprehensive gathering of confounding variables, including comorbidities and co-prescribed medications. 

Additionally, it is possible to identify comparison groups within real-world data databases through matching techniques. 

Nonetheless, the timeliness of data collection from claims or registry databases has posed challenges. In contrast, 

electronic health records are regarded as a more favorable option regarding the promptness of data availability. 

Traditional Causal Inference Paradigm and Integration with Machine Learning : 

Pharmacovigilance studies predominantly consist of observational studies due to the characteristics of the data utilized 

for analysis. Nonetheless, these observational studies possess a limited capacity to establish causality, particularly 

regarding probabilities associated with altered conditions (adverse events) resulting from treatments or external 

interventions. To conduct causal inference in observational studies, either randomization or a robust study design is 

essential. In many instances of long-term pharmacovigilance, randomized trials are impractical, leading to a preference 

for observational studies in this context. However, significant challenges arise during both the design and analysis phases 

when attempting to derive causal conclusions from retrospective observational studies.  

The foremost challenge lies in differentiating between causal and associative relationships within observational data, 

especially in the presence of confounders (factors that influence both the exposure and the outcome) and colliders 

(factors affected by both the exposure and the outcome). Although multivariable regression analysis is frequently 

employed to adjust for potential confounders, direct estimation of causal effects remains elusive. Additionally, it is 

crucial to capture and evaluate temporal relationships in observational studies prior to establishing causal relationships. 

Hill’s criteria—comprising Strength, Consistency, Specificity, Temporality, Biological gradient, Plausibility, Coherence, 

Experiment, and Analogy between exposures and outcomes—are commonly cited as the foundational definition of 

causality in epidemiology. These criteria have informed the development of numerous causal inference models, 

statistical tests, and machine learning applications aimed at assessing causality. 

Challenges in Machine Learning and the Importance of Causality: 

Machine learning and deep learning algorithms excel at recognizing correlations; however, they fall short in establishing 

causation. In numerous applications, correlation may be adequate. Nonetheless, this is not applicable in the realm of 

pharmacovigilance and, more broadly, in healthcare.  

The absence of causality assessment leads to various challenges for ML and DL algorithms, including issues related to 

generalizability, explainability, and fairness. In recent years, the research community in ML and DL has increasingly 

focused on enhancing these aspects. As previously mentioned, the integration of ML and DL with established causal 

inference frameworks has been pursued to improve the efficacy of traditional methods. Conversely, incorporating ML 

and DL within a causal inference framework can bolster the generalizability, explainability, and fairness of these models. 

Tackling these challenges is essential for ensuring the provision of robust evidence in pharmacovigilance, particularly 

if machine learning is to be utilized for signal detection. 
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• Generalizability 

• Fairnes 

 

Fig.1 

Fig.1 The interconnections among pharmacovigilance data sources, analytical methodologies, pharmacovigilance 

activities, and causal inference frameworks are significant. Each data source is typically examined using particular 

analytical methodologies that align with the inherent characteristics of the data it contains. Furthermore, each 

pharmacovigilance activity is linked to specific analytical methodologies. Causal inference frameworks are incorporated 

with various analytical methodologies and utilized in pharmacovigilance activities. ADE refers to adverse drug events, 

LSTM denotes long short-term memory, NLP stands for natural language processing, RNN indicates recurrent neural 

networks, RWD represents real-world data, and SVM signifies support vector machines. 

3. FUTURE DIRECTION 

Researchers should explore the application of machine learning to rare adverse events in pharmacovigilance. 

Development of more advanced machine learning algorithms: Researchers should develop more advanced machine 

learning algorithms that can handle complex data structures and relationships. 

Increased transparency and explainability_: Future research should focus on increasing transparency and explainability 

of machine learning models in pharmacovigilance. 

Real-world validation of machine learning models: Researchers should conduct real-world validation of machine 

learning models in pharmacovigilance to ensure their accuracy and reliability. 

Development of machine learning-based methods for signal detection: Future research should focus on developing 

machine learning-based methods for signal detection in pharmacovigilance. 

Integration of machine learning with pharmacovigilance databases: Researchers should explore the integration of 

machine learning with pharmacovigilance databases, such as the FDA Adverse Event Reporting System. 

4. CONCLUSION 

This paper presents a comprehensive review of (1) data sources and tasks pertinent to pharmacovigilance, (2) traditional 

causal inference frameworks alongside the incorporation of machine learning into these frameworks, and (3) challenges 

associated with machine learning, as well as potential solutions through causal designs. Initially, it was determined that 

the majority of existing data sources and tasks related to pharmacovigilance were not specifically tailored for causal 

inference.  

Additionally, the presence of low data quality significantly hindered the assessment of causal relationships. Given the 

critical nature of establishing causal links in pharmacovigilance, advancing data quality and representation is essential 

for conducting high-caliber studies in this field. Furthermore, it was noted that pharmacovigilance has been slow to 

embrace integrated models that combine machine learning with causal inference, indicating several missed 

opportunities. For instance, there is potential for further development and refinement of machine learning-based 

propensity score matching (PSM) and instrumental variable (IV) learning for pharmacovigilance applications. Lastly, 
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we acknowledged ongoing efforts to tackle the prevalent issues associated with correlation-based machine learning and 

deep learning models, particularly through the integration of causal paradigms. Consequently, we foresee that the 

pharmacovigilance sector could greatly benefit from advancements in the machine learning and deep learning domains, 

particularly through the synthesis of machine learning techniques with causal inference methodologies. 
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