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ABSTRACT 

This paper presents a novel approach to image deblurring using Generative Adversarial Networks (GANs). Image 

deblurring is an essential task in computer vision with applications in various fields, including photography, 

surveillance, and medical imaging. Traditional methods have limitations in handling complex motion and defocus blur. 

Our approach, DeblurGAN, leverages the power of GANs to restore blurred images by introducing an adversarial 

framework. The generator utilizes a U-Net architecture with residual connections, while the discriminator applies a 

PatchGAN model to classify image patches. We compare our results with state-of-the-art methods and demonstrate 

significant improvements in both qualitative and quantitative evaluations. Our model achieves superior performance 

based on Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM), outperforming existing deblurring 

algorithms. 

Keywords: Image Deblurring, Generative Adversarial Networks, DeblurGAN, Motion Blur, U-Net Architecture, 

PatchGAN, Adversarial Training, Residual Blocks, Image Restoration, Deep Learning. 

1. INTRODUCTION 

1.1 Background 

Image deblurring is a critical task in computer vision, with broad applications in fields such as photography, autonomous 

driving, medical imaging, and surveillance. Blurred images result from various factors such as camera shake, object 

motion, or defocus, significantly degrading image quality and affecting the performance of subsequent tasks like object 

detection or recognition. Traditional deblurring methods rely on hand-crafted features and physical models of blur, but 

they often struggle to generalize across real-world scenarios with complex, unknown blur patterns. 

1.2 Limitations of Traditional Methods 

Traditional image deblurring algorithms, such as Wiener filtering and Richardson-Lucy deconvolution, are effective in 

controlled settings where the blur kernel is known or can be estimated. However, in real-world applications, blur patterns 

can be highly variable and nonlinear, making it difficult for these methods to produce high-quality results. While deep 

learning-based approaches, particularly convolutional neural networks (CNNs), have shown promising results in 

handling image restoration tasks, they often suffer from over-smoothing or loss of fine details, especially in cases of 

severe blur. 

1.3 The Role of GANs in Image Deblurring 

In recent years, Generative Adversarial Networks (GANs) have emerged as a powerful tool for image generation and 

restoration tasks. GANs consist of two neural networks, a generator and a discriminator, that are trained in an adversarial 

manner. The generator attempts to create realistic images from blurred inputs, while the discriminator distinguishes 

between real sharp images and generated ones.  

This adversarial framework encourages the generator to produce highly realistic outputs. In this paper, we propose an 

image deblurring model, DeblurGAN, which leverages GANs to effectively restore sharp images from blurred ones. 

DeblurGAN uses a U-Net-based generator with residual blocks to enhance image details, while a PatchGAN 

discriminator improves texture consistency at the local level, making it a robust solution for real-world deblurring 

challenges. 

2. LITERATURE REVIEW 

2.1 Traditional Image Deblurring Techniques 

Historically, image deblurring methods have been focused on classical signal processing approaches that rely on 

deconvolution algorithms. One of the most widely used methods is Wiener filtering, which aims to restore a blurred 

image by minimizing the mean square error between the restored image and the original image. The Wiener filter works 

well in removing noise and handling blur when the blur kernel is known but struggles with more complex, real-world 

blur patterns. 
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Equation (1): Wiener Filter 

 

Where H(f) represents the degraded image in the frequency domain, H*(f) is the complex conjugate of the blur function, 

Sn(f) is the power spectrum of noise, and Sx(f) is the power spectrum of the original image. 

Another popular method is the Richardson-Lucy deconvolution algorithm, which iteratively refines the estimate of the 

original image by maximizing the likelihood between the observed blurred image and the reconstructed image. This 

method is typically used in applications where the point spread function (PSF) is known, but it struggles with unknown 

or complex motion blur. 

Equation (2): Richardson-Lucy Deconvolution 

 

Where Ik is the estimated sharp image at iteration k, B is the blurred image, P is the point spread function (PSF), and P* 

is the conjugate of the PSF. 

While these traditional approaches work well in certain controlled environments, they exhibit limitations when dealing 

with complex, real-world image blur, where both the blur kernel and the blur type may be unknown or highly nonlinear. 

2.2 Deep Learning-Based Deblurring Approaches 

With the rise of deep learning, several CNN-based methods have been developed to address the limitations of traditional 

deblurring techniques. DeepDeblur, proposed by Nah et al., was one of the first CNN-based models specifically 

designed for motion deblurring. The network uses multi-scale learning to capture both fine and coarse details of the 

image, which helps mitigate the blurring effect caused by large-scale motion. 

CNN-based methods focus on training the network to directly predict a sharp image from a blurred one. While these 

approaches have shown impressive results, they often suffer from over-smoothing, especially in regions where the blur 

is more complex. This over-smoothing effect results from the network's tendency to minimize pixel-wise loss functions 

like Mean Squared Error (MSE), which prioritizes overall accuracy at the expense of preserving fine details and textures 

in the image. 

Equation (3): Mean Squared Error (MSE) Loss 

 

Where yi is the actual pixel value, ŷi is the predicted pixel value, and n is the total number of pixels in the image. 

Despite their effectiveness, CNN-based models are prone to producing blurry results in regions with intricate details due 

to their local receptive fields. This limitation prompted researchers to explore more advanced architectures, such as 

GANs, to better preserve high-frequency information. 

2.3 Generative Adversarial Networks (GANs) for Image Restoration 

GANs, first introduced by Goodfellow et al. in 2014, revolutionized the field of image generation and restoration tasks. 

In a GAN framework, two networks are trained simultaneously: the generator (G) and the discriminator (D). The 

generator aims to produce realistic images from noise or degraded inputs, while the discriminator attempts to 

differentiate between real and generated images. Over time, both networks improve, resulting in more realistic outputs 

from the generator. 

Equation (4): GAN Objective Function 

 

Where x is the real image, z is the input noise or degraded image, and G(z) is the generated output from the generator. 

In the context of image deblurring, Deblur GAN has emerged as a significant advancement, utilizing the GAN 

framework for image restoration. The Deblur GAN architecture employs a U-Net-based generator with residual blocks, 
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which is trained to convert blurred images into sharp ones. The discriminator follows a PatchGAN architecture, which 

classifies small patches of an image as real or fake, rather than the entire image. This allows for better local detail 

preservation, which is crucial for generating realistic, sharp images. 

Equation (5): PatchGAN Loss 

 

In DeblurGAN, the adversarial loss is combined with a content loss based on the L1 distance between the ground truth 

sharp image and the generated image, helping to improve the perceptual quality of the deblurred images. 

Equation (6): L1 Loss (Content Loss) 

 

Where y is the ground truth sharp image, and G(x) is the generated deblurred image. 

2.4 Recent Advances and Hybrid Approaches 

Recent work has also explored hybrid approaches that combine both CNN and GAN architectures for enhanced 

performance. Models like SRN-DeblurNet utilize a multi-stage progressive network that incrementally refines the 

deblurred image through several stages. These approaches demonstrate that deep learning models, when combined with 

adversarial training, can handle a wide range of blur types more effectively than traditional or purely CNN-based 

methods. 

Additionally, CycleGAN-based methods have been employed to address cases where paired training data (blurred-sharp 

image pairs) is not available. By using a cycle-consistency loss, these models learn to map blurred images to sharp 

images and vice versa, without requiring paired datasets, which significantly enhances the applicability of deblurring 

techniques in real-world scenarios. 

3. METHODOLOGY 

3.1 Overview of the Proposed Approach 

The proposed method for image deblurring utilizes a Generative Adversarial Network (GAN) framework, specifically 

inspired by the DeblurGAN architecture. Our model is composed of two primary components: the Generator and the 

Discriminator. The Generator is designed to generate sharp, deblurred images from blurred input, while the 

Discriminator helps the Generator improve by distinguishing real sharp images from those generated. 

3.2 Network Architecture 

3.2.1 Generator Network 

The Generator follows a U-Net-like structure, enhanced with residual blocks. This allows the model to capture both 

global and local image features, which is critical for restoring fine details in deblurred images. The U-Net model has an 

encoder-decoder setup: 

• Encoder: Responsible for progressively reducing the image size and capturing hierarchical feature representations. 

• Decoder: Upsamples the encoded features back to the original image size, while maintaining the critical image 

details through skip connections from corresponding layers in the encoder. 

The addition of residual blocks allows the model to retain high-frequency information, such as edges and textures, which 

is essential for producing sharp images during deblurring. 

 

Fig.1 Generator Network Architecture 
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3.2.2 Discriminator Network 

The Discriminator network is based on the PatchGAN architecture, which evaluates the realism of the generated images 

by assessing small image patches. This patch-level analysis encourages the generator to produce high-quality textures 

and details. 

The PatchGAN Discriminator is advantageous for image deblurring because it focuses on local image regions, allowing 

the generator to be more focused on generating realistic fine-grained details. By doing so, the generator can output 

images that look more natural and sharp. 

 

Fig.2 patchGAN Architecture 

3.3 Loss Functions 

To train the GAN, a combination of loss functions is used. These include adversarial loss, content loss, and perceptual 

loss. Together, these losses ensure that the generated images are not only visually realistic but also retain structural 

fidelity to the original sharp images. 

• Adversarial Loss: This loss function ensures that the generated images can fool the discriminator into classifying 

them as real. It promotes sharpness and prevents over-smoothed results. 

• Content Loss (L1 Loss): Content loss measures the difference between the generated image and the corresponding 

sharp image at a pixel level. Using L1 loss ensures the generated images maintain high structural similarity to the 

ground truth. 

• Perceptual Loss: To further enhance the perceptual quality of the images, perceptual loss is employed. This loss is 

based on high-level feature maps extracted from a pre-trained model (e.g., VGG).  

It ensures that the generated image retains important features like edges and textures that are perceptually 

significant. 

3.4 Training Procedure 

The training process of the proposed GAN for image deblurring follows a carefully designed pipeline: 

1. Data Preparation: The dataset consists of pairs of blurred and sharp images. These image pairs are pre-processed 

by resizing them to a fixed resolution, and standard normalization techniques are applied. Data augmentation 

techniques like flipping and rotation are applied to increase the model's robustness. 

2. Adversarial Training: The training process alternates between updating the generator and discriminator. The 

generator aims to produce deblurred images that can deceive the discriminator, while the discriminator aims to 

accurately distinguish between real sharp images and the deblurred ones produced by the generator. 

3. Optimization Strategy: Both the generator and discriminator networks are optimized using the Adam optimizer, a 

popular choice for training GANs due to its adaptive learning rate and momentum.  

The learning rate is kept low to ensure stable convergence. 

4. Monitoring Performance: Throughout the training process, the model’s performance is regularly evaluated on a 

validation set. Key metrics such as content loss, adversarial loss, and perceptual loss are tracked to monitor 

convergence.  

Additionally, qualitative evaluation of the generated images ensures that the results are visually sharp and realistic. 

4. Experimental Results and Analysis 

4.1 Dataset Description 

The experiments were conducted using the GoPro Dataset, which contains diverse pairs of blurred and sharp images 

captured in various environments and lighting conditions.  

The dataset consists of 2,213 high-resolution image pairs, which were split into training (1,600 images), validation (300 

images), and test sets (313 images).  

This division ensures that the model is evaluated on unseen data to assess its generalization capabilities. 
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4.2 Training Setup 

The proposed GAN model was implemented using TensorFlow with the following training parameters: 

• Batch Size: 16 

• Epochs: 100 

• Learning Rate: 0.0002 with a decay factor of 0.9 

• Optimizers: Adam optimizer for both Generator and Discriminator 

The model was trained on an NVIDIA GeForce RTX 3080 GPU, allowing for efficient processing of the high-resolution 

images. 

4.3 Qualitative Results 

Figure 1 shows a set of example illustrating the deblurring performance of the proposed GAN model. Each row contains: 

1. The original blurred image 

2. The corresponding sharp ground truth image 

3. The output image generated by the GAN 

The generated image display significant improvements over the blurred images, with restored details, sharper edges, 

and overall better visual quality. 

 

Fig.3 Comparison of blurred, ground truth, and GAN-generated images 

4.4 Quantitative Evaluation 

To quantitatively evaluate the deblurring performance of the proposed method, we utilized two common metrics: Peak 

Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM). These metrics were calculated for the 

generated images compared to the ground truth images in the test set. 

Table 1: Quantitative evaluation of deblurring performance 

Method PSNR (dB) SSIM 

Proposed GAN 32.85 0.93 

DeblurGAN 30.40 0.88 

Deep Image Prior 29.75 0.85 

Non-Local Means 28.30 0.80 

4.5 Discussion 

The results demonstrate that the proposed GAN model excels in generating high-quality deblurred images. The 

significant improvements in both PSNR and SSIM metrics highlight the model's ability to retain essential details and 

overall image structure. The qualitative results further substantiate the effectiveness of the model, with deblurred images 

exhibiting natural textures and sharpness. 

The combination of a U-Net-like generator architecture, residual blocks, and a PatchGAN discriminator contributes to 

the model's success in capturing local and global image features. The use of perceptual loss also enhances the perceived 

quality of the generated images, making them visually appealing. 

4. CONCLUSION 

In this research, we proposed a novel approach for image deblurring utilizing Generative Adversarial Networks (GANs). 

The primary objective was to effectively restore blurred images by leveraging the capabilities of deep learning 

architectures to capture complex features and enhance perceptual quality. Our model combined a U-Net-like generator 
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with a PatchGAN discriminator, enabling it to produce high-resolution deblurred images that preserve intricate details 

and structures. The experimental results demonstrated that the proposed GAN model significantly outperforms existing 

state-of-the-art deblurring techniques in both qualitative and quantitative evaluations. The achieved Peak Signal-to-

Noise Ratio (PSNR) of 32.85 dB and a Structural Similarity Index Measure (SSIM) of 0.93 underscore the model's 

effectiveness in restoring image quality. Qualitative assessments further illustrated the superior performance of our 

model, showcasing its ability to generate visually appealing images that closely resemble the original sharp images. 

Despite the promising results, future work is necessary to enhance the model's robustness against various types of blur, 

as well as to explore the integration of additional data augmentation techniques. Additionally, investigating real-time 

applications of the proposed method could broaden its utility in practical scenarios. Overall, this research contributes to 

the ongoing advancements in image processing and highlights the potential of GANs for tackling complex image 

restoration challenges. 
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